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Limitations of machine learning–based feature
importance in osteoarthritis biomarker discovery:
comment on the article by Kang et al

To the Editor:
This critical review examines methodologic concerns in the

proteomic prediction model for osteoarthritis (OA) risk using Light
Gradient-Boosting Machine (LightGBM) and SHapley Additive
exPlanations (SHAP) by Kang et al.1 Despite impressive predictive
accuracy (area under the curve [AUC] > 0.8), we identify three fun-
damental limitations: (1) feature importance metrics lack ground-
truth validation mechanisms, unlike prediction accuracy; (2)
SHAP’s model-dependent nature inherently incorporates and
potentially amplifies model biases; and (3) high prediction accu-
racy does not guarantee reliable feature importance attribution,
particularly in high-dimensional proteomic datasets. We propose
alternative approaches using nonlinear nonparametric methods
such as Mutual Information (MI) and Effective Transfer Entropy
(ETE) for more reliable biomarker identification that better cap-
tures complex biologic relationships and reduces algorithmic arti-
facts in OA risk prediction.

Kang et al conducted a groundbreaking investigation using
plasma proteomic profiles to predict individual OA risk.1 Their pre-
dictive framework employed the LightGBM machine learning
algorithm with SHAP for feature importance assessment. The
model exhibited impressive predictive performance with AUC val-
ues reaching 0.820 for hip OA and 0.803 for knee OA in 5-year
predictions.1

This paper, however, raises critical methodologic concerns
regarding the implementation of LightGBM and SHAP tech-
niques. Three fundamental limitations deserve particular attention.
First, although the predictive accuracy of supervised machine
learning models like LightGBM can be validated against ground-
truth outcome values, the feature importance metrics derived
from these models lack similar validation mechanisms, potentially
leading to biased and distorted interpretations of biomarker signif-
icance.2,3 Second, SHAP’s model-dependent nature (functioning
as explain = SHAP[model]) means it inherently incorporates and
may even amplify the underlying model’s biases in feature impor-
tance attribution, rather than providing model-independent
validation.4–6 Third, high target prediction accuracy does not
guarantee reliable feature importances because of the absence
of ground-truth values for feature contributions—a model might
achieve excellent predictions while severely misattributing impor-
tance among features, particularly in high-dimensional proteomic
datasets.7–9

Although this paper acknowledges the high prediction accu-

racy of LightGBM, it problematically relies on feature importances

derived from LightGBM with SHAP without addressing these

known limitations. The scientific literature contains more than

100 peer-reviewed articles documenting critical distortion issues

in feature importance metrics derived from machine learning

models. SHAP solely relies on the given model and inherits, and

may potentially amplify, biases in feature importances derived

frommachine learning algorithms such as LightGBM, phenomena

and limitations that have been extensively documented in peer-

reviewed research. This substantial body of evidence suggests

that proteomic biomarker identification based solely on such met-

rics should be approached with considerable caution, as poten-

tially important markers might be overlooked while others could

be falsely prioritized based on algorithmic artifacts rather than

genuine biologic relevance to OA pathogenesis.
This paper advocates for alternative approaches using non-

linear nonparametric robust statistical methods such as MI analy-

sis10 and ETE for feature importance assessment. These

methods offer distinct advantages for analyzing complex interac-

tions among multiple variables with nonmonotonic patterns.

Unlike model-dependent approaches, MI quantifies statistical

dependencies between variables without assuming specific func-

tional relationships, and ETE measures directed information flow

between variables while controlling for confounding effects. These

model-agnostic approaches provide more reliable feature impor-

tance metrics that are less susceptible to algorithmic biases and

can better capture the complex, nonlinear relationships often

present in biologic systems, potentially yielding more clinically rel-

evant biomarkers for OA risk prediction.
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