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Abstract. A parallel algorithm for finding Ramsey numbers is presented where analog/digital CMOS circuits for 
the hysteresis McCulloch-Pitts binary neuron are described. The hysteresis McCulloch-Pitts binary neuron model 
is used in order to suppress the oscillatory behaviors of neural dynamics so that the convergence time is shortened. 
The proposed algorithm using the hysteresis McCultoch-Pitts binary neuron found five Ramsey numbers. The analog 
CMOS sigmoid circuit with variable gain controls has been fabricated and tested using the SAC data acquisition 
board interfaced with a TMS 32010 processor. Hysteresis can be implemented by the positive feedback in the 
fabricated CMOS analog circuit. 

1. Introduction 

Recently the silicon implementation of neural networks 
has received considerable attentions from many VLSI 
researchers [1], [2]. In this paper analog/digital circuits 
of the hysteresis McCulloch-Pitts neuron are shown. 
Through solving NP-complete problems, we have been 
investigating the feasibility of silicon neural network. 

The neural network is composed for neurons and 
syncaptic links. In this paper analog/digital circuits of 
the hysteresis McCulloch-Pitts neuron are presented 
which is used to solve Ramsey number problems. The 
processing element can be modeled using nonlinear 
transfer function such as a sigmoid-shape transfer func- 
tion, hard-limit binary function, or hysteresis binary 
function as shown in figure 1. The processing elements 
are interconnected by synaptic links. 

A silicon neural network can be implemented us- 
ing analog, digital, or mixed analog/digital circuits. The 
advantages of an analog circuit are simple basic blocks 
and smaller area. However, the noise immunity is worse 
than digital circuits. On the other hand, the digital cir- 
cuits are straightforward for design and their testabil- 
ity is better than analog circuits. Also the interface to 
the digital coprocessor is simpler. However, the overall 
area of digital circuits is larger. 

2. Silicon Neuron Models 

2.1. Sigmoid Neuron Model 

Many optimization problems have been solved by artifi- 
cial neural networks [3-5]. Some of them used the dif- 
ferentiable and continuous neuron model, sigrnoid func- 
tion, where the input/output relationship is given by 
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Fig. 1. Nonlinear transfer functions. 
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V~ = g(U~) = _1 [tanh(XU~) + 1] (1) 
2 

where V/and Ui are output and the input of the ith 
neuron, and X is the gain factor. If X is infinitely high, 
the input-output function will become the three-state 
step function: 

V i i s l i f U ~ >  0,1i fUi-  = 0, 
2 

and 0 otherwise. 
Figure 2 shows the detailed CMOS circuit diagram 

of the sigmoid neuron with variable gains. The sigmoid 
circuit is composed of two subcomponents: an unbuf- 
fered comparator with a positive feedback loop and 
double-cascaded inverters with negative feedback loops 
[6]. The comparator is provided by transistors M1-M6 
for the sigmoid function, and the positive and the 
negative feedback loops in the inverters are provided 
by transistors M7-M 11 for gain controls in the sigmoid 
function. 

Figure 3 shows the layout of the fabricated sigmoid 
neuron circuit using the CMOS technology. It has 10 

transistors and 4 resistors which can control the gain 
of the sigmoid function. The current size is 200 #m 
• 150 /an based on 3-/zm CMOS technology. To 
evaluate the performance of the proposed circuit, we 
tested a prototype chip using the SAC data acquisition 
board interfaced with a TMS 32010 processor. Figure 
4 shows the experiments of I/O response on the test 
chip. The four conditions for r (100, 250, 500, and 
1000 where r = Rlo/R 9 = Rs/RT), are used in the 
chip. In order to increase the gain of the sigmoid func- 
tion, the gains of the inverters, either Rto/R 9 or Rs/RT, 
or both, should be increased. As the gains of the in- 
verters increase, the I/O sigmoid function curve ap- 
proaches a high-gain limit function. As the gains are 
lowered, it approaches a gently-sloped sigmoid curve. 
In the lowest gains, the output approaches a constant 
zero voltage, regardless of inputs. In order to reduce 
dc offset, it was necessary to adjust the Vss to -3.6 V. 

2.2. The Hysteresis McCulloch-Pitts Neuron Model 

The hysteresis property suppresses the oscillatory be- 
havior of neural dynamics and consequently it shortens 
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Fig. 2. A detailed CMOS circuit diagram of the sigmoid neuron. 
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~g.  3. The layout of the fabricated sigmoid function chip. 
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Fig. 4. The experiment results of I/O response on test chip. 

the convergence time to the global minimum. The in- 
put/output function of the hysteresis McCulloch-Pitts 
binary neuron is given by [7]: 

Vi = f ( U i )  = 1 if U/ >__ UTP (upper trip point) 
= 0 if/7/ < LTP (lower trip point) 

unchanged if LTP < U/ < UTP 
(2) 

Figure 5 shows the digital circuit diagram of the 
hysteresis McCulloch-Pitts binary neuron [8]. We 
designed a synchronous sequential circuit using flip- 
flop programming to realize the hysteresis property. A 
6-bit fixed point 2's complement arithmetic is used 

for calculation of the input U. The 5-bit input U(U0, 
U1, . . . ,  U4) is compared at the 5-bit comparator with 
the specific value which will be equal to either LTP 
or UTP. A multiplexer realized by three NOR gates 
transmits the value of LTP or the value of UPT accord- 
hag to the previous state of the neuron itself and is stored 
in a leftmost flip-flop. The state of every neuron is up- 
dated synchronously with a clock signal labeled CK2. 
The 3-bit value of UTP is stored in the 3-bit shift 
register through the serial input line named HYS. For 
this purpose, another clock signal labeled CK1 is 
prepared. 

Figure 6 shows the layout diagram of the hysteresis 
McCulloch-Pitts binary neuron using the MOSIS 
scalable CMOS/bulk VLSI technology with 2-/4m rule 
of P-well, double-level metal. A neuron needs a 299X 
• 368X layout area. 

Figure 7 shows the simple asynchronous digital cir- 
cuit for the hysteresis McCuUoch-Pitts binary neuron. 
A 5-bit fixed point 2's complement arithmetic is used 
for the input U. For simplicity, LTP is set at 0 and UTP 
is set a 2. The 5-bit input U(UO, U1, . . . ,  U4) is pro- 
vided with the specific value of LTP and UTP. The out- 
put V is 1 if input U is greater than 2, V is 0 if U is 
less than 0, and V remains unchanged otherwise. Figure 
8 shows the timing diagram of the simulation result. 
Figure 9 shows the layout diagram of an asynchronized 
hysteresis McCulloch-Pitts binary neuron using the 
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Fig, 5. Digital circuit diagram of the hysteresis McCulloch-Pitts binary neuron. 

MOSIS scalable CMOS/bulk VLSI technology with 
2-/zm rule of P-well, double-level metal. A neuron 
needs a 92X • 109X layout area. 

The asynchronous implementation is close to the 
biological world. The advantage of the asynchronous 
circuit is its smaller area, and thus larger networks can 
be implemented in a chip. For the same complexity of 
the neuron architecture the asynchronous circuit re- 
quires just 10% of asynchronous silicon area. 

and red and blue subgraphs should not form any com- 
plete subgraphs of r vertices and that of b vertices 
respectively. A superimposed red and blue subgraph 
is called a Ramsey graph. 

According to the latest results for the Ramsey 
numbers [11, 12], only seven Ramsey numbers, R(3,3), 
R(3,4), R(3,5), R(3,6), R(3,7), R(3,9), and R(4,4) have 
been found and fixed, and the others are still unknown. 

3. Ramsey Number Problem 

3.1. Problem Description [10] 

The Rarnsey number, R(r, b) is given by the smallest 
value of N; R(r, b) = N where all edges of a complete 
graph o fN - 1 vertices are colored either red or blue, 

3.2. System Representation and Parallel Algorithm 

We first define that V/j k and UUk are the output and in- 
put of the ijkth processing element, respectively and 
the ijkth processing element represents the state of an 
edge between the ith vertex and thejth vertex with kth 
color. V/j I = 1 means the ijth edge is red and Vii 2 = 
1 is blue. 
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Fig. 6. The layout of a synchronous hysteresis McCulloch-Pitts binary neuron. 
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Fig. 7. Asynchronous digital circuit for the hysteresis McCulloch-Pitts 
binary neuron. 
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Fig. 8. The timing diagram of the simulation result. 
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X_L - Size: 109 x 92 microns 

Fig. 9. The layout of an asynchronous hysteresis McCulloch-Pitts 
binary neuron. 

Figure 10a shows a system representation for find- 
ing a Ramsey graph of the 5-vertex complete graph 
where each square represents one processing element. 
Two processing elements are used to color an edge be- 
tween the ith vertex and the j th  vertex. One is for the 
red edge and the other for blue. Generally n x (n - 
1) processing elements are necessary because n(n - 
1)/2 edges must be embedded in an n-vertex complete 
graph. In figure 10a, 20 (=  5 (5 - 1)) processing 
elements are used. 

Figure 10b shows the solution state of processing 
elements for Ramsey number, (R (3,3) - i) which is 5. 
The black square and the white square show Vz~ k = 1 
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(a) Twenty Processing Elements for Finding a Ramsey Graph of Five Vertices 
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(b) The Solution State for (R(3,3)-1) 
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3 4 
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(c) The Corresponding Ramsey Graph 

Fig. 10. System representation for finding Ramsey graphs. 
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and Vijk = 0 respectively. The 13th edge, the 14th 
edge, the 23rd edge, 25th edge, and the 45th edge 
are red (k = 1), and the 12th edge, 15th edge, the 
24th edge, the 34th edge, and the 35th edge are blue 
(k = 2). 

The state of the system in figure 10b represents the 
subgraphs in figure 10c. The superimposed two- 
subgraphs becomes the Ramsey graph of the 5-vertex 
complete graph. 

The hysteresis McCulloch-Pitts neuron model is 
used to give the value of Vqk. The change of the Uij k 
is given by the motion equation 

dUok _ _ OE(V121, V122, . . . ,  Vn-1 nl, Vn-I nZ)(3 ) 

dt OVqk 

The energy function of the state, E is basically com- 
posed of two parts: color constraint and edge violation. 

The color constraint term for the ijth edge is given 
by the equation 

1 L[i, j ,  k) = _1 Z v/Jk - 1 (4) 
2 k=l 

This term is to force one and only one neuron to fire 
in the ijth edge. In other words, the ijth edge must be 
red or blue. If both two or no neuron is fired in the 
ijth edge, then it becomes 1, 0 otherwise. 

The edge violation conditions fo the ijkth edge are 
shown in figure 11. If the assignment of the ijkth edge 

i 

J P J ~ / ~ q  

P 
Vijk=Vipk=Vpjk Vij k =Vipk=Viqk=Vpjk=Vqj k= Vpqk 

(a) Three Vertices (b) Four Vertices 

Fig. 11. Violation conditions for the ijkth edge. 

to the red (blue) subgraph creates complete subgraph 
of r(b) vertices, the ijkth edge must not be embedded 
in it. These violation terms R [i, j ,  1] for red edges and 
B [i, j ,  2] for blue are given by 

R[i, j ,  1] = 
n 

Z 
p=l 
p#id 
Vip1V.j1Vijl for r = 3 (5) 

R[i, j ,  11 = 
p=l q=p+l 
p#i,j q#i,j 

f o r r  = 4 (6) 

B[i, j ,  2] = 
p=l 
p#i j  
Vip2 Vpj2 Vij2 f o rb  = 3 (7) 

B[i, j ,  2] = 
p=l q=p+l 
p#i,j q#i,j 
Vip2 giq2 gpj2 gqj2 Vpq2 Vij2 

f o r b  = 4 (8) 

p=l q=p+l r=q+l 
p#i,j q~i,j r#i,j 
Vip2 Viq2 Vir2 Vpf2 Vqfi Vrj2 Vpg2 
Vp~2 Vqe2Vo2 for b = 5 (9) 

p=l q=p+l r=q+l s=r+l 
p#i,j q#i,j r#i,j s#i,j 
%2 viq2 v s2 v.j2 vqj2 Vrj2 Vsj2 
• 
V/j 2 for b --- 6 (10) 

These conditions are nonzero if the assignment of the 
ijkth edge to the red (blue) subgraph creates a com- 
plete subgraph of r(b) vertices. 

The energy functions of the ijkth processing dement 
for finding a Ramsey graph of the n-vertex complete 
graph R(r, b) are given by 

E01 = o~" L[ i , j ,  1] + /3 �9 R[i , j ,  1] - y .  B[i, j ,  1] 
(11) 

Eij 2 = t~. L[i, j ,  2] - /3. R[i, j ,  2] + 7 "  B[i, j ,  2] 
(12) 

where a, /3, and y are constant coefficients. 
These motion equations of the ijkth processing ele- 

ment are given by equation (3) as follows: 

dUijl 
- oe �9 L ' [ i ,  j ,  1]  - /3 �9 R ' [ i ,  j ,  1]  

dt + y �9 B'[i, j ,  11 (11 ') 
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dt 
- - o ~  �9 L ' [ i ,  j ,  2 ]  - /3 �9 R ' [ i ,  j ,  2 ]  

+ 3: �9 B'[i,  j ,  2] 

where 

2 

L'[i, j ,  k] = Z 
k=l 

(12') 

(4 ') 

R ' [ i , j ,  1] = 
p=l  
p~id 
Vip l Vpj l f o r r  = 3 (5 ') 

R ' [ i , j ,  1] = 
p=l  q=p+l 
p~i,j q~i,j 
Vipl Viql Vpjl gqjl gpql 

f o r r  = 4 (6 ') 

B'[i, j ,  2] = 
p=l  
p:id 
v :v: f o r b  = 3 (7 ') 

B'[i, j ,  2] = 
p=l  q=p+l 
p~i,j q~i,j 
Vzp 2 Viq2 Vpfl Vqj 2 Vpq2 

f o r b  = 4 (8 ') 

B ' [ i j ,2]  = 
p=l  p=q+l  r=q+l  
p:i,j qr~i,j r~i,j 
Vip2 Viq2 Vir2 Vpj2 gqj2 grj'2 gpq2 gpr2 gqr2 

f o rb  = 5 (9 ') 

B'[i, j ,  2] = 
p=l  q=p+l r=q+l s=r+l  
p~i,j q#i,j r~i,j s#i,j 
Vip2 Viq2 Vir2 Vis2 Vpj2 Vqj2 Vrj2 Vsj2 
X Vpq:2 Vpr 2 Vps 2 Vqr 2 Vqs 2 Vrs 2 

for b = 6 (10') 

The first term on the right side of eq. (11 ') encour- 
ages the sum of the output of the ijkth processing ele- 
ment to be one so that the ijkth edge is colored red or 
blue. The second term encourages the output of the ij lth 
processing element to be zero if the ij lth edge creates 
a complete subgraph of r vertices. The third term en- 
courages the output of the ij lth processing element to 
be nonzero if the ij2th edge creates a complete subgraph 
of b vertices. 

In addition, we add the following hill-climbing term 
to each motion equation: 

co �9 H[i, j, kl = co �9 h ~_~ Vijk (13) 
k=l 

where h(x) = 1 i fx  = 0, 0 otherwise and co is a con- 
stant coefficient. This term also plays an important role 
to increase the frequency of the state of the system to 
converge to the global minimum [3]. 

In this paper, the synchronous parallel system was 
simulated on a Macintosh Powerbook170, although the 
algorithm is executable in a parallel machine. The 
synchronous parallel system can be performed on max- 
imally n (n - 1) processors for finding a Ramsey graph 
of the n-vertex complete graph. The state of n(n - 1) 
processing elements can be updated by using equations 
(11'), (12'), and (13) with the first-order Euler 
method. 

3.3. Results and Discussion 

The following five problems were solved by the 
algorithm. 
1. Problem 1: finding the Ramsey graph of 5-vertex 

complete graph for R (3,3) 
2. Problem 2: finding the Ramsey graph of 8-vertex 

complete graph for R (3,4) 
3. Problem 3: finding the Ramsey graph of 13-vertex 

complete graph for R(3,5) 
4. Problem 4: finding the Ramsey graph of 17-vertex 

complete graph for R (3,6) 
5. Problem 2: finding the Ramsey graph of 17-vertex 

complete graph for R(4,4) 
Figures 12, 13, 14, and 15 show the simulation 

results for problems 2, 3, 4, and 5 respectively. The 
algorithm found several Ramsey graphs from the dif- 
ferent initial values of Uijk. Table 1 shows the average 
nmnber of iteration steps and the frequency of the con- 
vergence to solutions within 700 iteration steps, where 
100 simulation runs were performed for each one of 
five problems. In every simulation run, the different 
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k=l k=2 

Fig. 12. A Ramsey graph with eight vertices for R(3,4). 

k= 

Fig. 13. A Ramsey graph with 13 vertices for R(3,5). 

k = l ~  ~ k=2 

Fig. 14. A Ramsey graph with 17 vertices for R(3,6). 

G 
1r ~ 2 

Fig. 15. A Ramsey graph with 17 vertices for R(4,4). 

initial values were given. Figure 16 shows the relation- 
ship between the frequency and the number of itera- 
tion steps to solutions in problems 1 and 3. The simula- 
tion results showed the consistency of the algorithm. 
The primary goal of finding the Ramsey graphs using 
our parallel algorithm was successfully achieved in 
terms of the computation time and the solution quality. 

Table 1. Summary of simulation results. 

Problem Average number of Convergence frequency 
no. interation steps to solutions 

1. R(3,3) 28.7 100% 
2. R (3,4) 101.6 100% 
3. R(3,5) 248.9 85% 
4, R(3,6) 373.4 22% 
5. R (4,4) 361.0 7% 
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0 , , . ~ . . . . . . . . . . . .  
100 200 300 400 500 600 700 

the number of iteration steps 

Fig. 16. Relationship between the frequency and the number of itera- 
tion steps. 

4. Conclusion 

Digital/analog circuits of the hysteresis McCuUoch-Pitts 
neuron are presented in this paper. It can be used to 
solve a variety of NP-complete problems. Based on our 
estimation several thousands of asynchronous neurons 
can be embedded in a single chip based on the CMOS 
technology. The asynchronous implementation is close 
to the biological world. The advantage of the asynchro- 
nous circuit is its smaller area, and thus larger networks 
can be implemented in a chip. For the same complex- 
ity of the neuron architecture the asynchronous circuit 
requires just 10% of synchronous silicon area. The ad- 
vantage of the fully digital implementation is good 
expandability to larger network. In addition, single cir- 
cuits can be joined together to form very large networks. 
The advantages of an analog circuit are simpler basic 
blocks and smaller area. However, the noise immun- 
ity is worse that digital circuits. 

The proposed parallel algorithm also finds Ramsey 
graphs of several complete graphs with different Ramsey 
numbers. The algorithm uses n ( n  - 1) processing 
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elements for finding a Ramsey graph of an n-vertex com- 
plete graph. The simulation result of our algorithm with 
silicon neural network shows that our approach is very 
promising for finding unknown Ramsey numbers. 
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