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LETTER TO THE ED I TOR

Letter to the Editor: Navigating bias in
machine learning—reevaluating feature
importances through robust statistical analysis
Yoshiyasu Takefuji1*

Dear Editor,
In their paper, Jiang et al introduced the interpretable deep

learning radiomics model (IDLR) for diagnosing various
stages of Alzheimer’s disease and predicting the progression
frommild cognitive impairment to Alzheimer’s disease [1]. By
leveraging deep learning features, the IDLR identifies robust
imaging biomarkers, thereby enhancing treatment strategies.
Additionally, SHAP (SHapley Additive exPlanations) feature
importance analysis shows that the model reliably ranks fea-
ture contributions across multiple clinical cohorts [1].
However, reliance on SHAP within machine learning

frameworks can introduce model-specific biases that
distort feature importance assessments [2, 3]. The feature
importances yielded by deep learning algorithms may be
skewed, potentially leading to erroneous conclusions
about the actual relationships in the data [2–6]. While
deep learning excels at making precise predictions based
on known ground truth values, high accuracy in target
predictions does not necessarily imply accurate assess-
ments of feature importance. This discrepancy stems from
the lack of corresponding ground truth values to validate
the accuracy of the feature importance measures. In
contrast to machine learning models, which assign feature
importances on a scale from 0 to 1, Spearman’s correla-
tion, accompanied by p-values, ranges from −1 to 1. This
range provides directional information and reflects the
nonlinear, nonparametric nature of the relationships
being analyzed. This difference in scaling highlights the

need for cautious interpretation of feature importance
derived from machine learning models.
This paper discusses inherent biases in machine learning-

generated feature importances and stresses the importance
of using robust statistical methods to focus on authentic
associations between target variables and features. Tech-
niques such as Spearman’s correlation [7, 8] provide non-
parametric insights that operate independently of machine
learning models, ensuring more dependable results.
Researchers must distinguish between the predictive cap-
abilities of machine learning algorithms and the often-
biased feature importances, which can misrepresent true
relationships due to the models’ specificities.
Several factors contribute to biased feature importance

assessments in machine learning models, particularly
deep learning. The complexity and non-linear relation-
ships inherent in deep learning architectures complicate
the identification of individual feature contributions.
Calculated feature importances may, therefore, mis-
represent true influences, rather than elucidate them.
Interactions between features further complicate these

assessments. Many models, including ensemble methods
and deep learning approaches, can implicitly capture feature
interactions, making it challenging to isolate a single fea-
ture’s significance. What may appear less important in iso-
lation can gain relevance when considered alongside other
features, leading to potentially misleading interpretations.
In conclusion, while machine learning, particularly deep

learning, provides powerful tools for prediction, caution is
necessary in interpreting feature importances. Addressing
biases from model architecture, measurement methods,
data characteristics, and feature relationships is crucial for
improving model robustness and interpretability. The
adoption of bias-free statistical methods is advocated to
ensure feature importances accurately reflect true rela-
tionships within the data [7, 8].
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