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A parallel algorithm for traffic control problems in multistage interconnection
networks is presented. Since Goke and Lipovski [1] defined the class of Ban-
yan networks in 1973, multistage interconnection networks have been ex-
tensively studied and used in many applications such as telephone switching
networks, parallel processing computer networks, and integrated service dig-
ital network (ISDN). The multistage interconnection networks have two ad-
vantages over simple crossbar switches: one is that the number of switching
devices increases by O(n-log n), instead of O(n?), as it does in crossbar
switches for n-input/n-output switching systems. The other advantage is that
the fanout of switching devices is constant, as opposed to O(n) in crossbar
switches. A disadvantage, however, is that the multistage interconnection
networks not only have output blocking (which is unavoidable in crossbar
switches as well) but also have internal blocking, which degrades the network
throughput. The goal of the proposed parallel algorithm is to find conflict-
free traffic flows in order to realize the maximum or near-maximum through-
put for a given 1/O traffic demand in a given multistage interconnection net-
work. The algorithm requires n? processing elements for the traffic control
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problem in an n X n multistage interconnection network. The algorithm runs
not only on a sequential machine but also on a parallel machine with max-
imally n? processors. The algorithm is verified by solving 40 problems where
the size of networks is varied from 4 x 4 to 32 x 32 and the traffic demand
density is varied from 10 to 100%. In massive simulation runs, the algorithm
finds conflict-free traffic flows in a nearly constant time with n? processors.

Banyan networks, multistage interconnection,
integrated service digital network, crossbar switch, traffic control

INTRODUCTION

Since Goke and Lipovski defined the class of Banyan networks in 1973 [1], mul-
tistage interconnection networks have been extensively studied and used in many
applications such as telephone switching networks, parallel processing computer
networks, and integrated service digital networks (ISDN) [2—29]. The multistage
interconnection networks have two major advantages over simple crossbar switches.
One is that the number of switching devices increases by O(n-log n) instead of
O(n) as it does in crossbar switches for n-input/n-output switching systems. The
other is that the fanout of switching devices is constant as opposed to O(n) in
crossbar switches.

The multistage interconnection network considered in this article consists of log,
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(8) Direct connection state
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(b) Crossed connection state

Figure 1. Two states of a 2 x 2 switching element.
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n stages of 2 X 2 nonblocking switching elements where n inputs and n outputs
are connected and n is the power of 2. The network is called an n X n multistage
interconnection network. Each stage is composed of n/2 2 X 2 switching elements.
As shown in Figure 1, each switching element has two states, a direct connection
state and a crossed connection state. The multistage interconnection networks have
a self-routing function where each bit of the destination address of a packet of data
decides the state of the corresponding switching element [4]. This function implies
that one and only one path through the network between an input-output exists,
and that the path is predetermined. Several variations in the class of multistage
interconnection networks such as data manipulator (modified version) [3], omega
network [4], flip network [5], indirect binary n-cube network [6], regular SW banyan
network (with spread and fanout of 2), baseline network, and reverse baseline
network [8] have been proposed. It has been proven that they are topologically
equivalent [7, 8].

In this article, we use the reverse baseline network as the benchmark in the
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Figure2. Ann X nreverse baseline network generated from two n/2 x n/2 baseline
networks and n/2 2 x 2 switching elements.
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Figure 3a. A 4 x 4 reverse baseline network.

multistage interconnection networks because it has the simplest wiring structure.
The topology of the reverse baseline network can be generated in a recursive way.
Figure 2 shows an n X n reverse baseline network that is generated from two n/2
X n/2 reverse baseline networks at up to (log n — 1)th stages and n/2 2 x 2
switching elements at the (log n)th stage. One input of each switching element is
wired with one of n/2 outputs of an n/2 x n/2 network, and another input of the
switching element is wired with one of »n/2 outputs of the other n/2 x n/2 network.
Figures 3a and 3b show a 4 X 4 reverse baseline network and a 32 x 32 reverse
baseline network, respectively.

The multistage interconnection network including the reverse baseline networks
usually has two kinds of constraints for data transmission: the output-blocking
constraint and the internal blocking constraint [27]. The output blocking constraint
means that more than one input cannot be connected with the same output si-
multaneously because it causes data collision at the output. This output-blocking
constraint is also unavoidable in crossbar switches. The internal blocking constraint
means that more than one path from inputs to outputs cannot simultaneously share
the same internal wiring in the network because it also causes data collision in the
wiring. In addition to these two constraints, we assume that the network provides
only point-to-point connections where one input cannot be connected with more
than one output. In this article this is referred to as the input-blocking constraint.
The point-to-point connection has a severer restriction than the multipoint con-
nection, which allows one input to be connected with more than one output si-
multaneously. Unless a reasonable traffic control scheme is adopted, these three
constraints degrade the network throughput.

The reverse baseline network considered here has input buffers for switching
configuration, but has no internal buffers [17]. The data in the network is trans-
mitted in the fixed length packet form. The network is also operated in cycles
synchronized by a single clock. In the first step of a communication cycle, conflict-
free traffic flows or packets are determined by the proposed algorithm. In the
second step of the cycle, the states of all switching elements are selected so that
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Figure 3b. A 32 x 32 reverse baseline network.

the packets can be transmitted through the network. In the third step of this cycle,
the packets are finally transmitted from inputs to outputs.

A request for the packet transmission through an n X n reverse baseline network
is described by an n X n traffic matrix 7 where n inputs are connected with n
outputs. In the traffic matrix 7, each element #; represents a request for packets
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to be transmitted from the ith input to the jth output; t; = 0 means that there is
no packet to be transmitted, and #; = 1 means that there is at least one packet to
be transmitted from the ith input to the jth output. The traffic matrix usually has
a random distribution of 0—1 elements, because the incoming traffic in the network
is usually randomly generated. In order to maximize the throughput of the network,
we must find the possible conflict-free traffic flows, given the requests in the traffic
matrix.

Figure 4 shows an example of a 4 x 4 traffic matrix corresponding to the 4 x
4 reverse baseline network in Figure 3a. The traffic matrix shows that there are a
total of seven packet requests to be transmitted from inputs to outputs in this
network. There are packets to be transmitted from first input to first output, from
first input to fourth output, from second input to third output, from second input
to fourth output, from third input to second output, from fourth input to second
output, and from fourth input to third output.

The problem of finding conflict-free traffic flows for the given traffic matrix in
the given multistage interconnection networks has been reported in several articles.
In 1968, Batcher proposed the first approach to this problem, an approach that is
now called the Batcher network [2]. In the Batcher network, the traffic requests
are sorted before transmission so that they can have conflict-free paths in the
network. However, the Batcher network has some drawbacks. It needs more switch-
ing elements than a multistage interconnection network itself, and it cannot avoid
input and output blockings. In 1980, Wu and Feng proposed a sequential algorithm
for this problem [8]. The Wu—Feng algorithm deletes requests that have the most
conflicts with other requests until all remaining requests can be transmitted without
conflict. Their algorithm, however, does not guarantee discovery of the maximum
throughput solution. In 1983, Agrawal proposed a sequential algorithm for the
same problem based on the graph theory [12]. In 1990, Brown and Liu proposed
a parallel algorithm and a circuit design for the same problem in Banyan networks
based on the Hopfield neural network model [27]. Although their approach is
similar to ours, their algorithm has the following disadvantages: (a) they use sigmoid
functions that result in a slower convergence time; and (b) they use the decay term
in the Hopfield neural network model, which has been proven to decrease the
probability of convergence for the system [30]; and (c) they do not discuss the time
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Figure 4. A 4 x 4 traffic matrix.
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complexity and the convergence probability of the systems, matters that are always
problematic in neural network research.

NEURAL NETWORK APPROACH

In this article we propose a parallel algorithm based on the two-dimensional artificial
neural network model for finding conflict-free traffic flows for the traffic matrix in
the multistage interconnection network. The reverse baseline network is used as
a benchmark. The artificial neural network model is composed of a large number
of simple processing elements that are massively interconnected. The processing
clements are called neurons because they perform the function of the simplified
biological neuron. The interconnections between processing elements are deter-
mined by the motion equation:

& _aE(VH? V127 w e %y Vnn)

dt = v, M

where U, and V;; are the input and the output of the ijth processing element,
respectively. Note that E is called the computational energy function given by
considering the necessary and sufficient constraints of the problem. The goal of
using the artificial neural network model is to minimize the fabricated energy
function, E. Theorem 1 in the Appendix shows that the motion equation uses a
gradient descent method to minimize the energy function, E.

In 1943 McCulloch and Pitts proposed the first mathematical neuron model [31].
The input/output function of the ijth processing element in the McCulloch-Pitts
neuron model is given by:

Vi

]

Il

1if U, >0

0 otherwise. 2
The sigmoid neural network model for solving combinatorial optimization prob-

lems was first introduced by Hopfield and Tank [31]. The input/output function of
the ijth processing element in the sigmoid neuron model is given by:

[1 + tan h()\Ui/)]’ (3)

N =

%=

where \ is a gain parameter. In 1989, Marrakchi and Troudet proposed the Hopfield
neural network model for the crossbar switching systems, where it was verified
only in an 8 X 8 crossbar switching system [33]. In 1989, Brown proposed the
Hopfield neural network model for the multistage crossbar switching systems [34],
and in 1990, Brown and Liu also proposed the Hopfield neural network model for
the Banyan network systems [27]. However, all the previous investigators did not
discuss the time complexity and the convergence probability of the systems, matters
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that are always problematic in neural network research. Takefuji and Lee proved
that the decay term in the Hopfield neural network model decreases the conver-
gence probability of the system [30]; in other words, under some conditions, the
decay term hinders the system convergence. Therefore, the decay term is not used
in our algorithm.

In order to enhance the convergence speed, the McCulloch—Pitts neural network
model has been used for finding near-optimum solutions of several NP-complete
or optimization problems [30, 35-48]. However, the McCulloch—Pitts model some-
times introduces undesirable oscillatory behavior. A hysteresis McCulloch— Pitts
neural network model, which was proposed by Takefuji and Lee, has been shown
to suppress the oscillatory behavior of neural dynamics, consequently shortening
the convergence time [40]. The input/output function of the ijth processing element
in the hysteresis McCulloch—Pitts neuron model is given by:

V.

i

1if U, > UTP (Upper Trip Point)

0if U; < LTP (Lower Trip Point)

unchanged otherwise 4)

where UTP is always larger than LTP and the initial value of V,; must be assigned
as 1 or 0. Theorem 2 in the Appendix shows that a discrete motion equation based
on the first-order Euler method forces a system composed of the hysteresis McCulloch—
Pitts neurons to converge to the local minimum [41].

We verified our parallel algorithm by solving 40 problems where the size of the
reverse baseline networks was varied from 4 X 4 to 32 x 32. The traffic matrices
are randomly generated where the density of nonzero elements is also varied from
10 to 100%. The simulation results shown and discussed in the following.

SYSTEM REPRESENTATION

Figure 5a shows the two-dimensional system representation for the traffic control
problem of the 4 X 4 traffic matrix in Figure 4. A total of 16 (=4 x 4) processing
elements are used to find conflict-free traffic flows in this problem. Generally, a
total of n* processing elements are required for the traffic control problem in a
n X n multistage interconnection network, including the reverse baseline network.
The state of the ijth processing element describes whether the request from the ith
input to the jth output has been selected for transmission in a communication cycle
or not. The processing element has two states: nonzero output and zero output.
A nonzero output signifies that the corresponding traffic request has been selected
for transmission in the cycle. A zero output signifies that the traffic request has
not been selected for transmission in the cycle and remains in the input buffer. In
Figure 5b, a black square indicates the nonzero output of a processing element
and a white square indicates the zero output of a processing element. Figure 5b
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(8) 4x4 processing elements for the traffic control problem in Fig. 3

(b) The convergence of the 4X4 processing elements © a solution

Figure 5. System representation for the traffic control problem in Figure 4.

shows that the four requests of the traffic matrix elements, #;;, &4, I, and t45, are
selected for transmission in the current cycle.

As mentioned before, the reverse baseline network has three kinds of con-
straints: input-blocking constraint, output-blocking constraint, and internal block-
ing constraint. The input-blocking constraint is that each input can be simultane-
ously connected with only one output. In other words, if one and only one traffic
request among the requests from the same input is selected for transmission in a
communication cycle, it can both satisfy the input-blocking constraint and maximize
the network throughput. This condition for the Zjth processing element in an n X
n traffic matrix problem is given by:

(Aﬁl Vi = 1). 5)

The condition is zero if one processing element among n processing elements for
the ith input has nonzero output in the cycle.
The output-blocking constraint is that each output can be simultaneously con-
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nected with only one input. In other words, if one and only one traffic request
among the requests to the same output is selected for transmission in a commu-
nication cycle, it can both satisfy the output-blocking constraint and maximize the
network throughput. This condition for the ijth processing element in an n X n
traffic matrix problem is given by:

(3,7, 1), 0

The condition is zero if one processing element among n processing elements for
the jth output has nonzero output in this cycle.

The internal blocking constraint is that more than one path from inputs to outputs
cannot share the same internal wiring in the network. In other words, a traffic
request must not be selected for transmission in a communication cycle if another
request sharing the same internal wirings has been selected previously in the cycle.
This condition for the ijth processing element in an n X » traffic matrix problem
is given by:

2 (7)

p=1g=1
P¥#i g#j

where s, is an element of the internal blocking matrix S,;, which describes the
internal wiring sharing states of the path from the ith input to the jth output. If
the path shares an internal wiring with the path from the pth input to the gth
output, s;,, is 1, otherwise, it is 0. If the processing elements sharing internal
wirings with the ijth processing element have nonzero output in the cycle, the
condition in Equation 7 is nonzero.

The internal blocking matrix S, is determined by the network topology. The
element s;,, in an n X n network is calculated by the following two-step procedure.
In the first step, the internal wiring number W,; at the kth stage for the commu-
nication path from the ith input to the jth output fori = 1, . . . R | T
n,andk = 1,. .., (logn — 1) is given by:

wo = (T2 - 1) [ L] ®

n

2A

where the function [x] gives the minimum integer that is greater than or equal to
x. In the second step, the element Sipq Of the internal blocking matrix S, fori =
Lies sl =1,... o p~ 1,...;n,andqg = 1,...,nisgivenby:

Sipg = 1 Wiy = Wy, for3k €{1, ..., (logn — 1)} and fori + p andj # ¢

iipq

= 0 otherwise. 9)
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Figure 6. Four of the internal blocking matrices for the 4 X 4 reverse baseline
network in Figure 3.

Figure 6 shows four of the 16 matrices, Sy, S, S13, and S.4, for the 4 X 4 reverse
baseline network in Figure 3a where a black square indicates the nonzero element
and a white square indicates the zero element. For example, 515, 1s 1 (black square)
because the path from the first input to first output shares the first internal wiring
with the path from the second input to the second output.

The motion equation for the ijth processing element corresponding to the ijth
traffic matrix element 7, in an n X n traffic matrix problem is given by:

du, - : ¥ >
7/: —A (Z Vi — 1) —A(Z Vig — 1) _BE Esupqqu
=1 =1 v Ly

pHi g#j
+ Ch (2 v,k> + Ch (E vk,). (10)
k=1 k=1

The first term in Equation 10 forces the output of one processing element among
n processing elements for the ith input to be nonzero. The second term forces the
output of one processing element among n processing elements for the jth output
to be nonzero. The third term is the inhibitory force, that is, it discourages the
output of the ijth processing element from being nonzero if the other processing
elements sharing internal wirings with the ijth processing element have nonzero
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(8) A 4X4 traffic matrix with 5098 density

(b) Solution #1

(c) Solution #2

Figure 7. The problem of a 4 x 4 traffic matrix with 50% density and two of its
solutions.

output. The last two terms provide a procedure, known as “hill climbing,” which
allows the state of the system to escape from the local minimum, and thus increases
the probability of convergence to the global minimum. The last two terms encourage
the output of the ijth processing element to be nonzero if none of n processing
elements for the ith input and/or none of n processing elements for the Jjth output
have nonzero output. The function h(x)is 1 if x = 0, otherwise, it is 0. A, B, and
C are constant coefficients.

PARALLEL ALGORITHM

The following procedure describes the proposed parallel algorithm based on the
first-order Euler method for the traffic control problem in an n X # reverse baseline
network. The data set of the coefficients A, B, and C, UTP, LTP, U_max, U_min,
I'max1, and T_max2 are empirically determined. The procedure must be per-
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(2) A 4x4 taffic matrix with 8096 density

i

(b) Solution #1

(c) Solution #2

Figure 8. The problem of a 4 x 4 traffic matrix with 80% density and two of its
solutions.

formed only for the processing elements corresponding to nonzero traffic elements
where at least one packet has been requested to be transmitted.

0. Sett=0,A=B=1,C=2,UTP =5,LTP = -5, U_max = 50, U_min
= —200, T_maxl = 500, and T_max2 = 1000. (U_max and U_min are the
constant upper and lower limits of U;(t + 1), respectively; T_max2 is the
maximum number of iteration steps.)

1. U@®fori=1,...,nandj=1,...,nare assigned uniformly randomized
initial values between 0 and U_min, and V;(f) fori = 1, ... ,nandj = 1,

., n are assigned initial values of 0.

2. Use the motion equation in Equation 10 to compute AUij(t) fori=1,...,

nandj = 1,...,n If (f < T_maxl) and [(f mod 10) < 5], then
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(2) An 8X8 traffic matrix with 5096 density

(b) Solution #1

B

(¢) Solution #2

Figure 9. The problem of an 8 x 8 traffic matrix with 50% density and two of its
solutions.

AUy = -A (2 Vilt) — 1) - A (E V() — 1) B 2 2 a0V 1)

p*l qu

+ Ch (Z A(z)> + Ch (2 Vk,(z)) @11)
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(a) An 8x8 traffic matrix with 8096 density

(b) Solution #1

(c) Solution #2

Figure 10. The problem of an 8 x 8 traffic matrix with 80% density and two of its
solutions.

If (t < T_max1) and [(t mod 10) = 5], then

AU,(1) = —A (i Vi) — 1> — A (i Vi () — 1> - B i 2 SipaVpa(t)

p=1¢q=
p#+i q#j

+ Ch <Z V,k(t)> + C (h Z Vk,(t)>; (12)
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() A 16X16 traffic matrix with 5098 density

(b) Solution #1 (c) Solution #2

Figure 11. The problem of a 16 x 16 traffic matrix with 50% density and two of its
solutions.

If (+ = T_max1) and [(+ mod 10) < 5], then

AU,(n = -A <2 Vi) — 1) - A <Z Vi, () — 1) - B 2 2 SiipaVpa(OV (1);

PFi q#j
(13)
If ( = T_max1) and [(r mod 10) = 5], then

AU, = —A (2 Valt) — 1) - A (2 Vi) = 1) - B E Z SiraVpa(D).  (14)

p#+i q#j
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() A 16X16 traffic matrix with 8098 density

u

(b) Solution #1 (c) Solution #2

Figure 12. The problem of a 16 x 16 traffic matrix with 80% density and two of its
solutions.

3. Compute U;(t + 1)fori =1,...,nandj=1,...,nbased on the first-
order Euler method:
Uy(t + 1) = U, + AU, (). (15)
4. If Uy(t + 1) > U_max then Uy(t + 1) = U_max. (16)
If U;(t + 1) < U_min then Uy;(¢t + 1) = U_min. (17)
5. Evaluate the values of V;j(t + 1) fori = 1,...,n andj=1,...,n:
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| TT
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() Solution #1 (c) Solution #2

Figure 13. The problem of a 32 x 32 traffic matrix with 50% density and two of its
solutions. (d) appears on the facing page number 389.

V.t +1)

Il

1if Uy(¢ + 1) > UTP

Il

0if U;(t + 1) < LTP

unchanged otherwise (18)

6. If all conflicts are resolved or t = T_max2, then terminate this procedure; else
increment ¢ by 1 and return to Step 2.

The modified motion equations in Step 2 and the range limitation of the input
U,(t + 1) in Step 4 empirically improve the convergence frequency to the global
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(d) The switching configuration corresponding to the solution #1

Figure 13. (Continued).
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--

-

() Solution #1 (c) Solution #2

Figure 14. The problem of a 32 x 32 traffic matrix with 80% density and two of its
solutions.

minimum [37]. When the density of the given traffic matrix is low, it may happen
that none of the processing elements for some inputs and/or none of the processing
elements for some outputs have nonzero output without conflicts. Therefore, after
T_max] iteration steps, this procedure terminates in any valid solution, which does
not always give a maximum throughput, but which does satisfy the three blocking
constraints. Even though this procedure does not always provide a maximum so-
lution, the average computation time is shorter than that of other methods.

The state of n? processing elements for the traffic control problem in an n X n
reverse baseline network can be updated synchronously or asynchronously. In the
synchronous parallel system, the states of all processing elements are updated
simultaneously. In the asynchronous parallel system, the states of all processing
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Table 1. Summary of Simulation Results for the 4 X 4
Network Problems

o A B C D
10%% = 0% 503.3 94%
209% = 0% 505.6 100%%
30%% = 0% 503.1 100%%
40%% 55.6 100%% 55.6 100%%
509% 67.1 1009% 67.1 100%%
60% 67.1 100%% 67.1 100%%
70% 54.5 100%% 54.5 100%%
80%% 46.4 100%% 46.4 100%%
90% 38.8 100%% 38.8 100%%
100%% 38.8 100%% 38.8 100%%

A: the average number of iteration steps required to converge to optimum solutions
B: the probability of convergence to optimum solutions

C: the average number of iteration steps required to converge to valid solutions

D: the probability of convergence to valid solutions

elements are updated randomly. In this article the synchronous parallel system is
simulated on a sequential machine where the synchronous parallel system can be
performed on maximally #? processors. An outline for the sequential program for
simulating the synchronous parallel system follows:

Program parallel-simulator—-on-a-sequential-machine

/*** Main Program ***/
while (a set of conflicts is not empty) do
begin
/*** Updating all input values ***/
for i:=1 to n
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for j:=1 to n
Ujj: =Uij+AUij;
/*** End of the first loop ***/
/*** Updating all output values ***/
for i:=1 to n
for j:=1 ton
If U;j>UTP then Vjj:=1 else if Ui j<LTP then Vjj:=0;
/*** End of the second loop ***/
end;
/*** Main Program end ***/

It is quite simple to simulate such a synchronous parallel model on a sequential
machine. In the first loop, all input values U, are sequentially updated whereas all

Table 2. Summary of Simulation Results for the 8 x 8
Network Problems

b A B C D
1098 = 0% 506.2 100%%
209% = 098 505.9 100%%
309% - 0% 503.5 1008
40% 144.8 84% 202.2 10048
50% 129.9 98%% 137.6 100%%
60%% 79.4 100%% 79.4 100%%
70%% 76.3 100% 76.3 10098
80% 68.0 100%% 68.0 100%%
90%% 66.3 99% 70.7 10098

100%% 62.8 100%% 62.8 10098

A: the average number of iteration steps required to converge to optimum solutions
B: the probability of convergence to optimum solutions

C: the average number of iteration steps required to converge to valid solutions

D: the probability of convergence to valid solutions
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Table 3. Summary of Simulation Results for the 16 x 16
Network Problems

e L A B g D
10%% s 0% 512.2 92%
20%% - 0% 515.8 100%%
30%% 238.6 44% 389.0 99%
40%% 207.5 56% 340.5 1009%
50% 175.3 94% 195.2 100%%
60%% 143.8 98%% 151.0 100%%
70%% 129.7 100%% 129.7 1009
80%% 107.4 100%% 107.4 100%%
90% 97.3 99%% 101.3 100%%
100%% 84.5 99%% 84.5 99%

A: the average number of iteration steps required to converge to optimum solutions
B: the probability of convergence to optimum solutions

C: the average number of iteration steps required to converge to valid solutions

D: the probability of convergence to valid solutions

output values V;; are fixed. Then, in the second loop, all output values V; are
sequentially updated whereas all input values U are fixed. This is equivalent to
updating simultaneously the values of all inputs and outputs. In a future article,
we hope to discuss the use of an asynchronous parallel system simulator on a
sequential machine.

SIMULATION RESULTS AND DISCUSSION

The simulator based on the proposed algorithm was developed on a Macintosh
SE/30 and a Macintosh IIfx in order to verify the algorithm. We applied the
simulator to 40 problems derived by varying the sizes of reverse baseline networks
(4 x 4,8 x 8,16 x 16, and 32 X 32), and by varying the densities of nonzero
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Table 4. Summary of Simulation Results for the 32 x 32
Network Problems

o A B C D
10% - 0% 668.0 919%
209% = 0% 562.6 97%
3098 277.6 18%% 473.1 98%
40% 267.1 73% 332.0 100%%
509% 233.6 88% 266.2 1009
60% 172.8 1009% 172.8 10098
7095 160.5 96%% 174.5 1009%
80% 139.8 1009% 139.8 1009%
90%% 125.5 100%% 125:5 10095
1009% 114.2 98% 122.1 1009%

A: the average number of iteration steps required to converge to optimum solutions
B: the probability of convergence to optimum solutions

C: the average number of iteration steps required to converge to valid solutions

D: the probability of convergence to valid solutions

elements in the traffic matrices from 10 to 100% in increments of 10% for each
network size. The matrix elements are randomly generated.

Figures 7—-14 show the traffic matrices and their solutions for eight of the prob-
lems. The algorithm found several solutions for each problem. Tables 1-4 show
the average number of iteration steps and the probability of convergence both to
optimum solutions and to any valid solutions; 100 simulation runs were performed
for each of the 40 problems. For each simulation run, the different initial values
of Uy (t) were randomly generated. Figure 15 shows the distribution of the number
of iteration steps required to converge to the optimum solutions for two of the
problems. The simulation results show that the average number of iteration steps
and the probability of convergence to solutions are not determined by the problem
size. Based on our simulation results, we conclude that the proposed algorithm
with n? processors finds solutions in a nearly constant time for traffic control
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problems in n X n multistage interconnection networks, including reverse baseline
networks.

CONCLUSION

A parallel algorithm for traffic control problems in multistage interconnection
networks is presented in this article. The reverse baseline network is used as the
benchmark network. The proposed parallel algorithm requires n? simple processing
elements for traffic control problems in n X n multistage interconnection networks.
The algorithm runs not only on a sequential machine but also on a parallel machine
with maximally n? processors. In 40 simulated problems, the algorithm finds so-
lutions in a nearly constant time with n* processors. The simulation results support
the consistency of the algorithm. They also show that the primary goal of finding
conflict-free traffic flows in parallel processing can be successfully achieved in terms
of the computation time and the solution quality. The algorithm is so flexible that
it can easily be modified and extended to solve traffic control problems that have
multipoint connections and/or have other types of multistage connection networks.
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APPENDIX

dE
Theorem 1. The system always satisfies b = 0 under two conditions:

duy, oF
(Condition 1) dt’ - 7

(Condition 2) V, = f(U,)

where E is the computational Liapunov energy function and f(U;) is a nonde-
creasing function.
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Proof. Consider the derivatives of the computational energy E with respect to
time ¢

dE d‘,, oE
- E “Z ey

n 75 dr v,
B ~ dU; dv, dE
= 7 dt dU, dV,,

Ay o du, .
—2’ 2 ( dr ) du, where —- i replaced by —— (Condition 1)

y

Il

=10 here — = 0 (Condition 2
= = s
where —; (Condition 2)

U

Q.E.D.

AE
Theorem 2. The system always satisfies A7 = 0 under two conditions:

_AE
AV,

(Condition 2) V, = f(U,)

where E is the computational Liapunov energy function and f(U,,) is the hysteresis
McCulloch-Pitts binary function:

fU;)

Il

1 if U, > UTP

I

0 if U, < LTP
unchanged otherwise.

Proof. Consider the derivatives of the computational energy E with respect to
time f:

AE AV, AE
Ar 22 At AV,

’ ]

h laced b B,
- At w ere is replaced by e
AU, AV,
_Z E ( At AU) ( )

_22<AU)<£A%>'

AU; Uyt + Ar) — Uyt AV, Vit + Ar) — V(¢
Let =~y be 1]( ) l]( ) Let i be 1/( ) l/( )
At At AU; — Uyt + At) — Uy(®)

and sufficient to consider the following four regions:

Il

Il

It is necessary
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Region 1:  Uy(t) > UTP and Vi (t) = 1,

Region 2: LTP = U,(t) = UTP and V(t) = 1,
Region 3: LTP = U,(t) = UTP and V(t) = 0, and
Region 4:  U,(t) < LTP and V,(t) = 0

In Region 1, we must consider four possible cases for U;(t + At):

(@) Uyt + A1) > Uy(n),

(b) LTP = U,(t + Ar) < Uy(1),

() U,(t + Af) <LTP < Uy(t), and
(d) Uy(t + Ar) = Uy(o).

AV,

y

AU,

i

= (. Therefore, éﬁ =0

In (a) and (b), V,;(t + At) = V;(1) = 1> ™

AU, AE
I 1=0>—==0
n (d), w = o
I V.t + At) = 0 S _ = >0 dAUf’<0Th f
0350 Wl == AU,  negative number = e
AE
— < 0.
At

AE .
It is concluded that A = 0 is always satisfied in Region 1.

AE
Similarly, in Regions 2, 3, and 4, A7 = 0 is always satisfied. This completes the
proof.

Q.E.D.
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