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Letter to the Editor 

Reassessing feature importance biases in 
machine learning models for infection analysis

Meirman et al. introduced a machine learning model designed to 
analyze complex infection tendency signals derived from laboratory 
biomarkers.1 By employing the XGBoost algorithm with default 
parameters, they classified individuals within a general cohort as 
either infected or control. Their study focused on assessing feature 
importance to identify protective and risk factors associated with 
infection, utilizing SHAP values to highlight which laboratory bio
markers provided the strongest predictive signals.1

Despite the growing popularity of machine learning techniques 
like XGBoost, it is essential to recognize that the feature importance 
metrics produced by such models can be misleading due to inherent 
biases.2–6 These biases can lead to erroneous conclusions, particu
larly in specialized fields like infection analysis, where Meirman 
et al. have considerable expertise but may not fully account for the 
complexities of algorithmic calculations and their associated biases.

Although the goal of machine learning is to accurately predict 
outcomes, feature importance metrics reflect model-specific asso
ciations rather than genuine relationships. This model-specific 
nature indicates that different algorithms can produce varying im
portance metrics, complicating the interpretation of associations. 
Furthermore, while SHAP values are a valuable tool for interpreting 
model predictions, they inherently inherit the biases present in the 
underlying model.

Thus, it is imperative for Meirman et al. to reassess their re
liance on potentially biased feature importances generated by the 
machine learning model. To draw more robust conclusions, they 
should consider employing rigorous statistical methods to un
cover authentic associations between the target variable and its 
features. Statistical approaches such as Chi-squared tests and 
Spearman’s correlation—both accompanied by p-values—offer 
bias-free alternatives for validating their findings.7–10 This paper 
underscores the intrinsic biases linked to feature importance in 
machine learning models like XGBoost2–6 and advocates for 
stringent statistical analyses7–10 to enhance the validity and re
liability of their results.

Understanding feature importance biases in XGBoost and SHAP 
necessitates a detailed examination of the methodologies used and 
the underlying assumptions of these tools. XGBoost (Extreme 
Gradient Boosting) is an ensemble learning algorithm based on 
decision trees, constructed sequentially to correct errors made by 
prior trees. While highly effective, the methods for calculating 
feature importance can introduce significant biases. XGBoost 
computes feature importance using several metrics, including gain, 
which measures a feature’s contribution based on the accuracy 
improvement from splits that utilize that feature; cover, which 
indicates the relative number of observations associated with a 

feature; and frequency, which counts how often a feature is used 
across all trees.

The model-specific nature of these metrics highlights that fea
ture importance is contingent on the specific model and its config
uration. Thus, altering the model or its parameters can yield 
different importance rankings, suggesting that these values are not 
absolute indicators of predictive relevance. Additionally, interactions 
between features further complicate importance assessments. When 
features are correlated, the importance assigned to any individual 
feature can be misleading, as the model may understate or overstate 
contributions based on its internal allocation of "credit.".

Overfitting presents another critical concern. XGBoost models 
can overfit to the training data, resulting in inflated feature im
portance values for features that may not be genuinely predictive in 
new data. The sequential nature of tree addition can also result in 
features that correct errors from previous trees receiving dis
proportionate importance, leading to an exaggerated view of their 
effectiveness.

While SHAP (SHapley Additive exPlanations) is recognized as a 
robust interpretation framework, it is not devoid of bias. A key issue 
is model dependence; SHAP values are conditioned on the training 
data and the specific structure of the model, which means they can 
inherit and amplify biases inherent in the model itself. Furthermore, 
SHAP assumes feature independence when estimating contributions, 
an assumption that may not always hold true. When features are 
correlated, their contributions may distort the overall under
standing, masking or misrepresenting the effects of individual fea
tures.

SHAP values can also be sensitive to outliers or noise in the data, 
which can lead to misleading assessments of feature importance. 
Features that are typically insignificant may be unduly impacted by 
outlier values, resulting in distorted importance metrics. 
Additionally, in scenarios where features exhibit non-linear re
lationships with the target variable, SHAP values may misrepresent 
their contributions, particularly in complex models like XGBoost.

Both XGBoost and SHAP are powerful tools for evaluating feature 
importance, yet they are not free from biases. The dependencies 
inherent in XGBoost and the nature of feature interactions can lead 
to skewed importance measures. Simultaneously, SHAP values can 
propagate these biases while introducing their own, linked to model 
dependence and assumptions about feature independence. Given 
these considerations, researchers should prioritize using rigorous 
statistical methods to supplement machine learning-derived feature 
importance, thus providing more reliable insights into the true as
sociations between features and outcomes.

In conclusion, while the machine learning model presented by 
Meirman et al. utilizes XGBoost to analyze infection tendencies 
through laboratory biomarkers, the reliance on feature importance 
metrics raises significant concerns regarding bias and interpretation. 
The potential for misleading conclusions stemming from model- 
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specific associations necessitates a critical reevaluation of how fea
ture importance is derived and understood in this context. Although 
SHAP values offer a structured approach to interpreting model pre
dictions, they are inherently influenced by the model’s biases and 
underlying assumptions, particularly concerning feature in
dependence. To enhance the validity of their findings, it is crucial for 
the authors to incorporate robust statistical methods—such as Chi- 
squared tests and Spearman’s correlation—into their analysis. By 
doing so, they can uncover genuine relationships between features 
and outcomes, ultimately advancing knowledge in infection analysis 
while mitigating the risks associated with biased interpretations.
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