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aBSTraCT
The Service-Oriented Architecture (SOA) demands supportive technologies and new requirements for mobile 
collaboration across multiple platforms. One of its representative solutions is intelligent information security 
of enterprise resources for collaboration systems and services. Digital watermarking became a key technology 
for protecting copyrights. In this article, the authors propose a method of key generation scheme for static 
visual digital watermarking by using machine learning technology, neural network as its exemplary approach 
for machine learning method. The proposed method is to provide intelligent mobile collaboration with secure 
data transactions using machine learning approaches, herein neural network approach as an exemplary 
technology. First, the proposed method of key generation is to extract certain type of bit patterns in the forms 
of visual features out of visual objects or data as training data set for machine learning of digital watermark. 
Second, the proposed method of watermark extraction is processed by presenting visual features of the target 
visual image into extraction key or herein is a classifier generated in advance by the training approach of 
machine learning technology. Third, the training approach is to generate the extraction key, which is condi-
tioned to generate watermark signal patterns, only if proper visual features are presented to the classifier. In 
the proposed method, this classifier which is generated by the machine learning process is used as watermark 
extraction key. The proposed method is to contribute to secure visual information hiding without losing any 
detailed data of visual objects or any additional resources of hiding visual objects as molds to embed hidden 
visual objects. In the experiments, they have shown that our proposed method is robust to high pass filtering 
and JPEG compression. The proposed method is limited in its applications on the positions of the feature 
sub-blocks, especially on geometric attacks like shrinking or rotation of the image.
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INTroDUCTIoN

In this article, we propose a method of key 
generation scheme (Figure 1) for static visual 
digital watermarking (Figure 2) by using ma-
chine learning technology, neural network as 
its exemplary approach for machine learning 
method.

The proposed method is to provide intel-
ligent mobile collaboration with secure data 
transactions using machine learning approaches, 
herein neural network approach as an exem-
plary technology. First, the proposed method 
of key generation is to extract certain type of 
bit patterns in the forms of visual features out 
of visual objects or data as training data set for 
machine learning of digital watermark. Second, 
the proposed method of watermark extraction is 
processed by presenting visual features of the 
target visual image into extraction key or herein 

is a classifier generated in advance by the train-
ing approach of machine learning technology. 
Third, the training approach is to generate the 
extraction key which is conditioned to gener-
ate watermark signal patterns only if proper 
visual features are presented to the classifier. 
In our proposed method, this classifier which 
is generated by the machine learning process 
is used as watermark extraction key.

The proposed method is to contribute to 
secure visual digital watermarking without 
losing any detailed data of visual objects or any 
additional resources of hiding visual objects 
as molds to embed hidden visual objects. The 
proposed method has used neural network for 
its training approach not limited but open in 
its applications to other machine learning ap-
proaches including fuzzy, Bayesian network 
and others. In this article, the target content is 
a static visual data which are constructed with 

Figure 1. Key generation scheme in embedding procedure
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discrete data set and we have demonstrated 
the feasibility of solving this problem by using 
neural network model. We would enhance our 
method by using those other approaches, such 
as fuzzy for dynamic visual data like video 
stream data and Bayesian network for continu-
ous data structures. This article is different from 
the previous work by Ando et al. (Ando, R. & 
Takefuji, Y., 2003) in terms of embedding size 
where this article does not embed any informa-
tion to the target content and also implies that 
the machine learning algorithm is not limited 
only to the neural network model as proposed 
in our previous work (Naoe, K. & Takefuji, 
Y., 2008).

Issues and Definitions

The Service-Oriented Architecture (SOA) 
demands supportive technologies and new 

requirements for mobile collaboration across 
multiple platforms. One of its representative 
solutions is intelligent information security of 
enterprise resources for collaboration systems 
and services (Chiu, & Leung, 2005; Kafeza, 
Chiu, Cheung, & Kafeza, 2004).

Digital watermarking became a key 
technology for protecting copyrights. Digital 
watermarking protects unauthorized change 
of the contents and assures legal user for its 
copyright. Meanwhile, steganography conceals 
a hidden messages to a content but the existence 
of a message is kept secret (Artz, 2001). For 
the purpose of digital watermarking, content 
should not be encrypted or scrambled. Digital 
watermark is often embedded imperceptibly 
to human receptors to avoid contaminating the 
content and not to distract the content from the 
original expression. For imperceptible images, 

Figure 2. Watermark extraction scheme in extraction procedure
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the human visual system (HVS) model is often 
used (Delaigle, Vleeschouwer, & Macq, 1998). 
Perceptible watermark are sometimes used, but 
it limits the use of the images. Therefore, main 
concern in this research area has focused on 
imperceptible watermark.

In general, the robustness and impercep-
tibility of digital watermarking take trade-off 
relationships. Embedding information must 
be placed in perceptually significant signal 
for it to be robust against removal attacks, but 
it is known that modifying these regions will 
lead to perceptual degradation of signal (Cox, 
Kilian, Leighton, & Shamoon, 1996). There-
fore, an ideal digital watermarking algorithm 
should have minimal amount of embedding 
information. There is also a difficulty to fulfill 
the non-repudiation requirement by using a 
robust watermarking scheme alone. To address 
this problem, there must be a solid distribution 
protocol and secure infrastructure framework 
to put in practice. A contribution from previous 
work by Cheung, Chiu, & Ho, (2008) which 
proposed a distribution protocol and secure 
system framework addressed this problem and 
its watermarking algorithm can be replaced with 
another algorithms as long as the watermark 
can be inserted in the encrypted domain where 
digital contents are encrypted by public keys. 
Our proposed method generates pair of extrac-
tion keys where one of them can act as public 
key and also does not alter the target content. 
Therefore, our proposed method has an ability 
to collaborate with this previous work.

Backgrounds and related Works

Here, we overview the backgrounds and 
related works in the research areas of digital 
watermarking and machine learning, neural 
network as an exemplary model. We discuss 
digital watermark, steganography, cryptography 
and machine learning.

The emergence of the Internet with rapid 
progress of information technologies, digital 
contents are commonly seen in our daily life 
distributed through the network. Due to the 
characteristics of digital contents are easy to 

make an exact copy and to alter the content 
itself, illegal distribution and copying of digital 
contents has become main concerns for authors, 
publishers and legitimate owners of the contents 
(Sasaki, 2007). There are several ways to protect 
digital content. One can protect the content by 
cryptographic-based schemes (Rothe, 2002), 
but this avoids free distribution and circulation 
of the content through the network because the 
decryption key must be shared, which most of 
the time not desirable for authors of the contents. 
To address this problem, the researches have 
developed “Public Key Infrastructure” (Adams, 
& Lloyd, 1999; Maurer, 1996) and “Secure 
Key Sharing” (Law, Menezes, Qu, Solinas, & 
Vanstone, 2003; Eschenauer, & Gligor, 2002). 
Moreover, digital watermarking technologies 
are noticed to substitute or to complement the 
conventional cryptographic schemes (Cox, 
Doerr, & Furon, 2006). Furthermore, in the 
era of mobile devices and technologies, con-
ventional cryptographic schemes are highly 
power consuming and time consuming, which 
are not suitable for these types of devices (Pra-
sithsangaree, & Krishnamurthy, 2003). Hence, 
necessary information must be obtainable with 
less calculation cost and power consumption.

Watermarking technique is one technique of 
an information hiding techniques. Information 
hiding provides a reliable communication by 
embedding secret code into a content for the vari-
ous purposes: intellectual property protection, 
content authentication, fingerprinting, covert 
communications, content tracking, end-to-end 
privacy, secure distribution, etc. (Hung, Chiu, 
Fung, Cheung, Wong, Choi, Kafeza, Kwok, 
Pun, & Cheng, 2007; Wolf, Steinebach, & Di-
ener, 2007; Kwok, Cheung, Wong, Tsang, Lui, 
& Tam, 2003). The researches in information 
hiding has a history (Kahn, 1996) and namely 
the researches in digital watermarking and 
steganography have been active (Katzenbeis-
ser, & Fabien, 2000). Both are very similar but 
their applications are different (Cox, I., Miller, 
Bloom, Fridrich, & Kalker, 2007).

There are many digital watermarking and 
steganography algorithms, though it is difficult 
to use one algorithm together with another, 
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because each other obstruct the embedded 
information and causing one to destroy an-
other. Because our proposed method does not 
damage the target content, it has an ability to 
collaborate with another algorithm to strengthen 
the security of information hiding method. 
This characteristic is useful where one already 
manage digital rights using one watermarking 
algorithm or controls the file integrity using 
hash functions. If one wishes to strengthen 
the robustness of watermark using another 
algorithm, one must examine and assure that 
applying the algorithm will not affect embedded 
watermarking signals in advance. Furthermore, 
applying another watermarking algorithm will 
alter the fingerprint of the content managed 
by hash functions and forces administrator to 
recalculate a new hash values after applying 
new watermarking algorithm, which most of 
the time, result in higher calculation cost and 
time. Because our proposed method does not 
affect the target content at all, one can apply 
new watermark seamlessly without altering the 
fingerprint using the proposed method.

Machine learning and statistical analysis 
are very effective approach to approximate un-
known class separating functions and to find po-
tentially useful patterns in the data set (Bishop, 
2006). Basically, machine learning algorithm 
uses training set to adjust the parameter of the 
model adaptively. When target vector or teacher 
patterns are presented for an training set, training 
or learning process is performed to condition 
the model to output a proper patterns which is 
same or close to as the target vector. Some of 
the noticeable models in machine learning are 
Bayesian network (Bernardo, & Smith, 2001; 
Jensen, 1996), fuzzy logic (Klir, & Yuan, 1995; 
Klir, & Yuan, 1996), support vector machine 
(Cortes, & Vapnik, 1995; Burges, 1998), and 
neural network (Kohonen, 1988; Bishop, 1995). 
The proposed method uses machine learning 
approach to generate watermark extraction 
keys and herein uses neural network model in 
this article.

The basic principle of neural network is 
that neuron, or most atomic unit of neural net-
work, only has a simple function of input and 

output signal but is capable of complex function 
when these neurons are organically connected 
forming a network. Mathematical models of 
these networks are called neural networks, and 
processing these artificial neural networks on 
computers is called neural computing. Neural 
computing is a classic research topic and neural 
networks are known to be capable of solving 
various kinds of problems by changing the 
characteristics of neuron, synaptic linking and 
structure of the network.

The proposed method uses a multi-layered 
perceptron model for neural network model. 
Multi-layered perceptron basically has a synap-
tic link structure in neurons between the layers 
but no synaptic link between the neurons within 
the layer itself (Rosenblatt, 1958). Two layer 
perceptron can approximate data linearly but 
cannot classify data nonlinearly. Multilayered 
perceptron with more than three layers are 
known to have an approximation ability of a 
nonlinear function if properly trained, but then 
there was no ideal learning method for this kind 
of training. This model became popular when 
a training method called back propagation 
learning was introduced (Rumelhart, & Mc-
Clelland, 1986). Other neural network models 
are RBF network model (Broomhead, & Lowe, 
1988), pulsed neural network model (Johnson, 
1994), Elman network model (Elman, 1990) 
and many others.

Structure

This article is organized as follows. Section 1 
gives a background and some related works of 
digital watermarking as one application of infor-
mation hiding technique, and general overview 
of machine learning technique especially focus-
ing on neural network model. Section 2 explains 
our methodology for generating extraction key 
sets for extracting watermark patterns. Section 
3 gives an experimental conditions and results 
of our experiments to examine the robustness 
of our watermarking method. Section 4 and 5 
will give some discussions, conclusions and 
some future work to be addressed.
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METHoDoloGY

In this section, we explain how our proposed 
method generates extraction keys from the target 
content and how to retrieve watermark informa-
tion from the target content using the extraction 
keys generated in the watermark embedding 
procedure. With our method, the use of machine 
learning approach is the key methodology. 
Here, adjustment of neural network weights 
to output desired hidden watermark pattern by 
supervised learning of the neural network is 
performed. This conditioned neural network 
works as a classifier or watermark extraction 
key to recognize a hidden watermark pattern 
from the content. Therefore, extractor uses this 
neural network weights as extraction keys for 
extracting the hidden watermark patterns. Ex-
tractor must have proper visual features used for 
generation of extraction key and proper network 
weights of neural network which is the extrac-
tion key in our proposed method. Considering 
the difficulties for secret key transportation, this 
method should be applied in situations where 
the hider and the extractor is a same person 
or to use certification authorities to assure the 
integrity of the key as Cheung, Chiu, and Ho, 
(2008) proposed.

our Proposed Method

Here, we explain the procedures for generation 
of extraction keys and extraction of watermark 
patterns. Generation of extraction key is in-
cluded in the embedding process and extraction 
of watermark patterns is included in the extrac-
tion process. First, we simply demonstrate the 
procedures which must be taken for embedding 
process and extraction process.

Embedding process consists of following 
procedures:

1.  Feature extraction by frequency transfor-
mation of target image

2.  Selection of the feature regions according 
to the feature extraction attributes and saved 
as feature extraction key

3.  Prepare watermark patterns to be 
embedded

4.  Generation of extraction key to output 
watermark patterns by back propagation 
learning of neural network using feature 
extraction key

5.  Save the generated neural network classifier 
as watermark extraction key

First, frequency transformation of the im-
age is performed. There are several methods to 
transform an image to frequency domain, such 
as Discrete Fourier Transform (DFT), Discrete 
Cosine Transform (DCT) and Discrete Wavelet 
Transform (DWT). In our method, DCT is used 
to be robust against some image compression. 
Compression using DCT is known to be very 
effective, and is employed in MPEG format and 
JPEG format. DCT divides an image into N*N 
pixel small blocks, here we call sub-blocks. Gen-
eral DCT generates 8*8 pixel size sub-blocks. 
We must select certain amount of sub-blocks 
from frequency domain of target image and 
DCT coefficients are chosen diagonally from 
those sub-blocks. The same amount of unique 
sub-blocks must be chosen from the target image 
as number of classification patterns, which in 
this method is the watermark pattern. Sufficient 
number of neural networks must be prepared, 
which will be the number of binary digits to 
satisfy the watermark patterns. In case for choos-
ing 32 watermark patterns, five networks are 
enough to represent 32 different classification 
values because five binary digits are sufficient 
to distinguish for 32 patterns. Learning of all 
networks is repeated until the output value 
of neural network satisfies a certain learning 
threshold value. After all network weights are 
generated, the coordinates of sub-blocks and the 
values of network weights are saved. Extractor 
will use this information to extract hidden codes 
in the extraction process.

Extraction process consists of following 
procedures:

1.  Obtain feature extraction key and water-
mark extraction key



52   International Journal of Systems and Service-Oriented Engineering, 1(1), 46-61, January-March 2010

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global
is prohibited.

2.  Feature extraction of target image using 
the feature extraction key

3.  Construct a neural network model using 
watermark extraction key

4.  Observe the output patterns from neural 
network using both keys

Extractor must receive both proper feature 
extraction key and watermark extraction key 
to obtain proper watermark pattern. Only by 
having the proper feature extraction key will 
lead the user to the proper input patterns to the 
neural network. By knowing proper watermark 
extraction key, extractor can induce the structure 
of the neural network and only proper neural 
network is able to output the proper hidden 
watermark patterns. After constructing the 
neural network, extractor examines the output 
value from the network with the input values 
induced from the feature extraction key. This 
procedure is shown in Figure 3. Each network 
output either 1 or 0 with the aid of threshold 
for output unit.

Furthermore, here we explain each proce-
dure more concretely. For key generation pro-
cedure, frequency transformation of the target 
content is processed for visual feature extraction 

of target content. Frequency transformation 
can be anything like DCT, DFT or DWT, here 
we use DCT because of its simplicity and its 
structure of feature vectors of a transformed 
image in frequency domain. This frequency 
transformation is done after converting the 
target content to YCbCr color domain. Basically, 
the transformation from RGB color signal to 
YCbCr signal is used to separate a luma signal 
Y and two chroma components Cb and Cr and 
mainly used for JPEG compression and color 
video signals. In our proposed method, instead 
of using RGB color space directly, YCbCr 
color space is used to make use of human 
visual system characteristic. The conversion 
from RGB to YCbCr is calculated using the 
following equation:

Y = 0.299R + 0.587G + 0.114B 
Cb = -0.169R - 0.322G + 0.500B 
Cr = 0.500 - 0.419G - 0.081B 

Then, training of neural network is pro-
cessed. For the training, one must decide the 
structure of neural network. The amount of 
units for input layer is decided by the number 
of pixels selected from target content data. In 

Figure 3. System structure for extraction
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our proposed method, the feature values are 
diagonal coefficient values from frequency 
transformed selected feature sub-blocks. For 
better approximation, one bias neuron is added 
for input layer.

The neural network is trained to output 
a value of 1 or 0 as an output signal. In our 
proposed method, one network represents one 
binary digit for corresponding watermarking 
patterns. The adequate amount of neurons in 
the hidden layer, for back propagation learn-
ing in general, is not known. So the number of 
neurons in hidden layer will be taken at will. 
In our proposed method, ten hidden units are 
used. For better approximation, one bias neuron 
is introduced for hidden layer as well. Once 
network weights are generated to certain values, 
the proposed method use these values and the 
coordinates of selected feature sub-blocks as 
feature extraction key and watermark extraction 
key. These keys must be shared among the hider 
and the extractor in order to extract proper hid-
den watermark patterns from the contents.

Now, we demonstrate an overview of 
multilayered perceptron model. In multilayered 
perceptron model, signals given to the input 
layer will propagate forwardly according to 
synaptic weight of neurons through the layers 
and finally reaches to the output layer as shown 
in Figure 4.

Signal that is being put to the neuron is 
converted to a certain value using a function and 

outputs this value as output signal. Normally 
sigmoid function is used for this model and this 
function is expressed as follows:

f x
e x

( ) =
+ -

1

1  

Each synaptic link has a network weight. 
The network weight from unit i to unit j is ex-
pressed as Wij and the output value for unit i is 
expressed as Oi. The output value for the unit is 
determined by the network weight and the input 
signal from the former layer. Consequently, to 
change the output value to a desired value for 
a certain input value patterns, the adjustment of 
these network weights must be conducted and 
this process is called learning. In our proposed 
method, we use back propagation learning as 
the learning method.

Back propagation learning is the process 
of adjusting the network weights to output a 
value close to the values of the teacher signal 
values which are presented to the neural net-
work. Back propagation learning is a supervised 
learning (Rumelhart, & McClelland, 1986). This 
method tries to lower the difference between the 
presented teacher signal and the output signal 
dispatched for certain input value patterns by 
adjusting the network weight. The difference 
between the teacher signal values and the actual 
output signals are called as error and often ex-

Figure 4. Multi-layered perceptron model
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pressed as δ. The error will propagate backward 
to the lower layer and network weights are ad-
justed using these values. When teacher signal 
tk is given to the unit k of output layer, the error 
δk will be calculated by following function:

d( ) ( ) '( )x t O f O
k k k

= - ×  

To calculate the error value δj for hidden 
unit, error value δk of the output unit is used. 
The function to calculate the error value δj for 
hidden unit j is as follows:

d d
j k jk

k
j

w f O= ×å( ) '( )
 

After calculating the error values for all 
units in all layers, then network can change its 
network weight. The network weight is changed 
by using following function:

D =d hd
k jk j i
w O

 

η in this function is called learning rate. 
Learning rate is a constant which normally has a 
value between 0 and 1 and generally represents 
the speed of learning process. The lower the 
learning rate is the more gradual the learning 
process will be, and the bigger the learning rate 
is the more acute the learning process will be. 
Sometimes, this parameter must be tuned for 
stable learning.

For extraction process, same neural net-
work structure is constructed using the generated 
watermark extraction key. Only with the proper 
feature extraction key and watermark extraction 
key will be able to output the corresponding 
watermark patterns. These embedding and 
extraction procedure are shown in diagram in 
Figure 5 and 6.

We define necessary parameters for embed-
ding and extracting. For embedding, there are 
two parameters to decide on. First is the number 
of watermarking patterns to embed. More the 
number of watermarking patterns, the more 

data can be embedded, but introducing large 
number of watermarking patterns will result 
in high calculation cost. Second parameter is 
the coordinate of the sub-blocks. Coordinates 
will determine the input patterns to the neural 
network for the embedding and extraction pro-
cess. For extracting, there are two keys to be 
shared, that is the watermark extraction key and 
feature extraction key, between the embedding 
and extracting users. Former is the neural net-
work weights created in the embedding process. 
Latter is the coordinates of feature sub-blocks. 
Only with the presence of the proper keys are 
able to generate proper watermark patterns as 
shown in Figure 5 and 6.

EXPErIMENTS

In this experiment, we will examine if we can 
retrieve a watermark patterns from both origi-
nal image and graphically changed image. For 
the latter, we choose high pass filter and JPEG 
compressed image as the alteration method.

We used TIFF format Lenna image, which 
is 512*512 pixels in size, as target content data. 
Original and high pass filtered Lenna image is 
shown in Figure 7. We embedded 32 different 
watermark patterns as hidden signals. That is, 
hidden signals are [00000] for pattern 1, [00001] 
for pattern 2, ... [11111] for pattern 32. Five 
neural networks are used for classification of 
32 patterns. Each network output value repre-
sents the binary digits of watermark patterns. 
In this experiment, network 1 represents the 
largest binary bit and network 5 represents 
the smallest binary bit. The number of hidden 
layer units is set to 11 including one bias unit. 
Learning process is repeated until the output 
values generate to a learning threshold of 0.1. 
Also, the output threshold in this experiment 
is set to 0.5. This means that if output value is 
larger than 0.5, output signal is set to 1, and 
if it is less than 0.5, output signal is set to 0. 
Again, this neural network structure is shown 
in Figure 3.

With the threshold value of 0.5, the pro-
posed method was able to extract proper signals 
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for proper patterns. For example, output signals 
in binary bit pattern for pattern 1 is [00000], 
output signals for pattern 11 is [01010] and etc. 
The results of this experiment, output signals 
for original image, JPEG compressed image and 
high pass filtered image are shown in Figure 8, 
9, 10, 11 and 12 for each neural network.

The output signals retrieved from high 
pass filtered image are shown to be slightly 
different compared to the output signals for 
the original image and also the output signals 
retrieved from JPEG compressed image is dam-
aged more than of filtered image, but with the 
same output threshold of 0.5, we were able to 

Figure 5. Embedding procedure

Figure 6. Extracting procedure
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retrieve same hidden watermark patterns for 
all 32 set from high pass filtered image and 
JPEG compressed image. These results showed 
the robustness to high pass filtering and JPEG 
compression alteration.

DISCUSSIoNS

We would like to discuss the contributions and 
limitations on our propose method in its ap-
plications to intelligent information security of 
enterprise resources for collaboration systems 
and services.

Our proposed method has not embedded 
any additional information to the target images 
of the experiments. Also, in the experiment we 
have shown the possibility of a robust digital 
watermarking scheme without embedding any 
data into the target content. With the perspective 
of information security, this method has the 
possibility for the applications for both digital 
watermark and steganography.

Our proposed method is logically limited in 
its use for digital watermarking in the generation 
time of feature extraction key and watermark 
extraction key: the former feature extraction is a 

Figure 7. Original Lenna image and filtered image

Figure 8. Signal values for network 1
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preprocess before the neural network learning; 
And, the latter processing time for watermark 
extraction is less than a second in practice 
of experiment. The generation of watermark 
extraction key is a learning process of neural 
network which is equivalent to a non-linear 
approximation of patterns. The elapsed time 
for the process of watermark extraction key is 
measured about a few minutes, although the 
generation of watermark patterns using water-

mark extraction key took only time of less than 
a second. The generation speed of key is not 
influential, and only the speed for generation 
of watermark pattern is important.

Meanwhile, our proposed watermark 
extraction method relies on the position of the 
feature sub-blocks. It is weak to geometric at-
tacks like shrinking, expanding, and rotation of 
the image. This problem will be considered as 
future works of our proposed method.

Figure 9. Signal values for network 2

Figure 10. Signal values for network 3
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CoNClUSIoN aND 
FUTUrE WorK

The SOA demands supportive technologies 
and new requirements of which representative 
solution is intelligent information security of 
enterprise resources for collaboration systems 
and services. Digital watermarking became a 
key technology for protecting copyrights. In 
this article, we have proposed a key generation 
method for static visual watermarking by ma-

chine learning, neural network as an exemplary 
method. Key generation does not involve any 
embedding of data into target content which it 
means that it is a damage-less watermarking 
method. This characteristic is effective when 
user must not damage the content but must 
conceal a secret code into target content.

The proposed method uses multi-layered 
neural network model for classifying the input 
visual feature patterns to corresponding hidden 

Figure 11. Signal values for network 4

Figure 12. Signal values for network 5
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watermark patterns. For input visual feature 
values, we used DCT coefficients on YCbCr 
domain. The proposed method does not limit to 
DCT as frequency transformation method only, 
one can use DFT and DWT otherwise. Also, 
machine learning method can be replaced with 
others such as Bayesian network and fuzzy.

In the experiment, we have shown that our 
proposed method is robust to high pass filter-
ing and JPEG compression. Also, because our 
propose method does not alter the target content, 
it is applicable to steganography. Meanwhile, 
because the proposed method relies on the 
position of the feature sub-blocks, it is weak 
to geometric attacks like shrinking or rotation 
of the image. This must take into consideration 
for future work.
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