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A B S T R A C T

This paper introduces a globally applicable bias-aware framework for interpreting machine-learning feature 
importances by benchmarking them against classical statistics. Using CDC's Social Vulnerability Index data, we 
compare five predictive models—both nonlinear and linear—with three ground-truth association measures. 
While nonlinear models deliver superior accuracy, their importance scores systematically inherit and amplify 
biases from feature correlations and imbalance—a universal concern for ML interpretability. We demonstrate 
that key vulnerability drivers are robustly detected only when statistical validation accompanies model expla
nations. This research contributes methodological advances to algorithmic interpretability knowledge and offers 
international policy recommendations: implement statistical validation protocols for high-stakes ML applica
tions, utilize complementary approaches for robust feature assessment, and establish global standards for 
interpretability in vulnerable population analytics. These findings generalize across diverse contexts where 
transparent, bias-resilient feature ranking drives equitable decision-making.

1. Introduction

Most practitioners implicitly trust that high predictive accuracy 
guarantees reliable feature-importance scores. To challenge this premise 
given the absence of methods that calculate true variable associations, 
we advocate for multifaceted approaches that combine parametric χ2 

tests for categorical predictors with rank-based, nonparametric mea
sures (Spearman's ρ and Kendall's τ) for continuous or ordinal variables. 
These well-established statistical measures, accompanied by their p- 
values, serve as unbiased benchmarks against which machine learning- 
derived feature importances can be meaningfully compared.

Machine learning models with high prediction accuracy do not 
necessarily produce reliable feature importance measurements (Fisher 
et al., 2019; Lenhof et al., 2024; Lipton, 2018; Mandler & Weigand, 
2024; Molnar et al., 2022; Parr et al., 2024; Watson & Wright, 2021; 
Wood et al., 2024). This discrepancy arises because feature importance 
metrics are model-specific and quantify contributions to predictions 
rather than capturing true variable associations. Importantly, a model's 
ability to accurately predict outcomes and its capacity to reliably iden
tify influential features represent fundamentally distinct evaluation 
criteria that should not be conflated. While supervised machine learning 
models possess ground truth (labels or targets) values for target accuracy 

validations, feature importances derived from machine learning models 
lack its ground truth values for accuracy validation.

Understanding social vulnerability is crucial for effective resource 
allocation and emergency planning. The CDC's Agency for Toxic Sub
stances and Disease Registry (ATSDR) first developed the Social 
Vulnerability Index (SVI) in 2018 by aggregating fifteen census-tract- 
level factors—such as poverty rate, educational attainment, minority 
status, housing quality, and age composition—into four thematic mea
sures and an overall vulnerability ranking. The SVI identifies commu
nities that are most likely to require support before, during, and after 
disasters or public health emergencies. By highlighting areas with high 
vulnerability, the SVI enables policymakers and planners to strategically 
target interventions and allocate resources effectively.

Recent research has demonstrated the impact of social risk factors on 
various health outcomes and access to services. For instance, identifying 
social risk factors for neonatal intensive care unit (NICU) admission is 
essential for developing interventions to reduce adverse outcomes. A 
retrospective cohort study (McCarley et al., 2024) evaluated patients 
delivering liveborns at a quaternary center between 2014 and 2018, 
revealing that among 13,757 patients, 2837 (21 %) were admitted to 
NICU. While higher SVI scores were frequently associated with Black 
patients and those with medical comorbidities, moderate or high SVI 
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scores were not directly linked to NICU admissions. However, moderate 
SVI scores correlated with increased neonatal morbidity, suggesting that 
improved access to social services could enhance neonatal outcomes 
(McCarley et al., 2024).

Similarly, the rising issue of antimicrobial resistance (AMR) has been 
found to disproportionately affect individuals in socially vulnerable 
areas. A study by Mohanty et al. (2024) assessed the relationship be
tween the CDC/ATSDR SVI and Streptococcus pneumoniae AMR across 
177 U.S. facilities from January 2011 to December 2022. The study 
evaluated 8008 unique SP isolates, revealing an overall AMR rate of 
49.9 %. A significant association existed between socioeconomic status 
(SES) and SP AMR, with higher SES theme SVI scores linked to increased 
AMR risk. Specifically, each decile increase in SES score was correlated 
with a 1.28 % higher risk of AMR, while household characteristics 
contributed an additional 0.81 % increase in risk (Mohanty et al., 2024).

Cancer disparities also illustrate the severe impact of social vulner
ability on health outcomes. Cancer is the second leading cause of death 
in the U.S., disproportionately affecting underserved communities due 
to factors such as economic instability and limited access to healthcare 
resources (Mehta et al., 2024). A cross-sectional study that examined the 
relationship between SVI and disparities in breast, colorectal, and lung 
cancer metrics found that high SVI scores corresponded with lower 
screening rates and higher incidence and mortality rates for these can
cers. Specifically, a 10-point increase in SVI was associated with 
decreased screening rates and increased mortality, underscoring the 
urgent need for targeted healthcare initiatives in marginalized com
munities (Mehta et al., 2024).

Despite the valuable insights provided by machine learning (ML) 
techniques in predicting SVI values and deriving feature importance 
scores, many approaches fall short in their reliability. Prior studies using 
methods such as random forests have identified key socioeconomic 
drivers, while models employing gradient boosting techniques have 
mapped regional vulnerabilities. While these studies frequently report 
high predictive accuracy (AUC > 0.90), they often lack independent 
validation of feature importance rankings and overlook biases arising 
from model assumptions or data imbalances. Consequently, ML-derived 
importances can overemphasize proxy variables or interaction effects, 
which may lead to misleading interpretations when informing policy 
decisions.

Numerous peer-reviewed studies have emphasized that achieving 
high target prediction accuracy does not necessarily ensure reliable 
feature importances (Fisher et al., 2019; Lenhof et al., 2024; Lipton, 
2018; Mandler & Weigand, 2024; Molnar et al., 2022; Parr et al., 2024; 
Potharlanka & Bhat, 2024; Watson & Wright, 2021; Wood et al., 2024). 
In the context of supervised machine learning models, it is crucial to 
distinguish between two types of accuracy: target prediction accuracy, 
which focuses on the model's ability to effectively predict outcomes, and 
feature importance reliability, which assesses the validity of the signif
icance assigned to individual predictors in the model. Specifically, we 
employ parametric χ2 tests for categorical predictors and rank-based, 
nonparametric Spearman's ρ and Kendall's τ for continuous or ordinal 
variables. These well-established measures provide unbiased bench
marks against which we can compare machine-learning-derived 
importances.

To address these concerns, we introduce a bias-aware interpret
ability framework that benchmarks ML feature importance scores 
against classical statistical tests. We compare nonlinear models 
(XGBoost, random forest) and linear methods (LASSO logistic regres
sion, support-vector machines, Naive Bayes) using 124 demographic and 
socioeconomic predictors across 72,837 U.S. census tracts. By inte
grating quantitative metrics, geospatial visualizations, and rank- 
discordance analyses, our approach reveals where and by how much 
ML explanations inherit or amplify biases.

Our contributions are threefold. First, we demonstrate that high- 
accuracy nonlinear models can systematically distort feature rankings 
when data violate model assumptions. Second, we show that linear 

methods and rank-based nonparametric tests produce more reliable and 
interpretable importance estimates that closely align with benchmark 
associations. Finally, we provide a reproducible, “validation-first” 
pipeline—complete with tables, maps, and figures—that can be applied 
across domains where trustworthy feature ranking is essential for 
informed policymaking and stakeholder trust.

2. Methods

The Geospatial Research, Analysis & Services Program (GRASP) of 
the Agency for Toxic Substances and Disease Registry (ATSDR) devel
oped SVI to assist public health officials and emergency planners in 
identifying communities most in need of support before, during, and 
after hazardous events. SVI evaluates every U.S. Census tract, which are 
subdivisions of counties for statistical data collection. It assesses 
vulnerability based on 15 social factors, such as unemployment, mi
nority status, and disability, categorized into four themes. Each Census 
tract receives individual rankings for these factors and themes, in 
addition to an overall ranking. SVI 2018 also provides rankings at the 
county level, with notes pertinent to tract methodologies applicable to 
county assessments as well. CDC dataset is composed of 124 features and 
72,837 instances (CDC, 2025).

Machine learning models such as XGboost, random forest, LASSO, 
SVM, Naive Bayes were utilized to generate feature importances. Robust 
statistical methods such as Chi-squared tests, Spearman's correlation, 
and Kendall's tau were also investigated to generate associations be
tween SVI and factors. Python programs are publicly available at GitHub 
site (GitHub, 2025).

3. Results

We analyzed five key demographic variables—EP_POV (percentage 
of persons below the poverty estimate), EP_UNEMP (unemployment rate 
estimate), EP_NOHSDP (percentage of persons with no high school 
diploma for those aged 25 and older), EP_MINRTY (percentage minority 
estimate), and EP_AGE65 (percentage of persons aged 65 and older 
estimate)—using five machine learning models: XGBoost, random for
ests, LASSO, SVM, and Naive Bayes.

As shown in Table 1, each model produced a distinct profile of 
feature importances; notably, XGBoost and random forests ranked these 
variables identically among their top five, whereas LASSO, SVM, and 
Naïve Bayes consistently agreed on the top two variables. Furthermore, 
a comparison of the rankings presented in Table 2 reveals an overall 
similar pattern among the methods, with the exception of the third and 
fourth ranks derived from the Chi-squared results. In addition, the 
feature rankings from LASSO and SVM align exactly with those obtained 
from Spearman's correlation and Kendall's tau analyses, underscoring 
the robustness of the findings. All reported p-values were statistically 
significant (p < 0.001).

4. Discussions

In this study, we critically examine feature-importance estimates 
from five machine-learning algorithms against three classical statistical 
benchmarks. Our findings reveal that while nonlinear models achieve 
superior predictive accuracy, their importance metrics systematically 
inherit biases from data characteristics—a challenge universally rele
vant across international contexts. Linear models produce more consis
tent importance rankings aligning with established statistical tests, 
offering global practitioners a robust alternative when interpretability is 
paramount.

Applied to the Social Vulnerability Index, our framework identifies 
educational attainment, poverty, unemployment, and minority propor
tion as reliable vulnerability predictors across diverse communi
ties—findings that generalize beyond U.S. contexts to inform 
international vulnerability assessment frameworks. The negative 
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association with elderly population scores suggests differentiated 
vulnerability patterns requiring targeted policy interventions applicable 
in various national settings.

Our bias-aware methodology offers three significant contributions to 
global knowledge: (1) establishing a universal protocol for validating 
machine learning interpretability that transcends geographic bound
aries; (2) demonstrating the international applicability of complemen
tary linear and nonlinear approaches; and (3) providing concrete policy 
recommendations for international practitioners in socioeconomic 
vulnerability assessment. This “validation-first” approach represents a 
paradigm shift with broad applications across domains including global 
public health, international development, climate resilience, and 
financial inclusion.

Due to the absence of ground truth in calculating true associations 
between variables, this paper advocates for the use of multifaceted ap
proaches using nonlinear nonparametric methods such as Spearman's 
correlation and Kendall's tau and reveals the model-specific nature of 
feature importances derived from supervised machine learning models 
as a cautionary guide for urban researchers. In future work, incorpo
rating unsupervised machine learning techniques such as feature 
agglomeration and highly variable feature selection may further 
enhance feature importance reliability in urban analytics applications, 
where variable relationships are often nuanced and interdependent 
across multiple urban systems.

Algorithm-induced biases in feature importance can significantly 
impact spatial resource allocation and intervention strategies in con
crete ways. When policymakers rely on misrepresented feature rankings, 
several problematic scenarios may emerge. If a model incorrectly ranks 
socioeconomic factors above housing quality in determining vulnera
bility, urban planners might invest heavily in economic development 
programs when housing infrastructure improvements would yield 
greater resilience in specific neighborhoods.

Algorithm biases might also obscure how vulnerability drivers vary 
geographically. For example, in coastal communities, flooding risk 
might be underweighted compared to factors that dominate in urban 
centers, leading to inadequate preparation in areas most likely to 
experience climate impacts. Furthermore, emergency management of
ficials prioritizing limited response resources post-disaster might focus 

on neighborhoods flagged by biased algorithms rather than those truly 
most vulnerable, potentially exacerbating existing inequities.

When evaluation metrics rely on biased feature importance, subse
quent policy cycles may progressively amplify initial misallocations by 
reinforcing attention to the wrong factors. Our research directly ad
dresses these practical concerns by providing methods to identify and 
mitigate these algorithm-induced biases, ultimately enabling more 
equitable and effective resource allocation across spatially heteroge
neous vulnerability landscapes. By improving model interpretability, we 
aim to enhance the translation of vulnerability science into actionable 
policy that appropriately addresses local needs and contexts.

Spearman's ρ and Kendall's τ deliver transparent, reproducible 
rankings of pairwise monotonic associations, but they neither imply 
causation nor capture the complex, higher-order interactions often 
present in social phenomena. We use these rank correlations as a model- 
agnostic baseline because they are robust to outliers, require no as
sumptions about a specific learning algorithm, and across case studies 
yield highly concordant feature rankings. By comparing these 
correlation-based rankings with supervised feature-importance scores, 
we can identify features that consistently emerge across methods versus 
those driven by algorithmic biases. Nonetheless, neither correlation 
metrics nor predictive importance measures can replace rigorous causal 
inference. In future work, we plan to explore unsupervised approaches 
such as hierarchical feature agglomeration and highly variable gene 
selection to further uncover unbiased key drivers in complex social 
systems.

It is important to emphasize that, at present, no algorithms exist that 
can accurately capture the true associations between variables in all 
contexts. While our comparative analysis of different algorithms does 
not fundamentally eradicate these biases, it serves as a crucial step in 
understanding their impact on feature importance assessments. By 
highlighting the limitations of current methodologies, our work pro
vides a foundation for researchers to refine and enhance their analytical 
approaches. We believe that such endeavors may pave the way for more 
robust techniques that can uncover genuine associations in future 
research.

Researchers must understand that there are no algorithms to accu
rately calculate true associations. Due to the prevalence of 

Table 1 
Feature importances from five machine learning models.

Rank XGboost Random forest LASSO SVM Naive Bayes

1 EP_POV 
0.4634023

EP_POV 
0.2980840

EP_NOHSDP 
3.1153166

EP_NOHSDP 
2.1562821

EP_NOHSDP 
0.7537795

2 EP_NOHSDP 
0.3522796

EP_NOHSDP 
0.2957702

EP_POV 
2.4065473

EP_POV 
1.8153903

EP_POV 
0.7458528

3 EP_MINRTY 
0.0900078

EP_MINRTY 
0.1767868

EP_UNEMP 
0.9197289

EP_UNEMP 
0.6355775

EP_MINRTY 
0.5887567

4 EP_UNEMP 
0.0590587

EP_UNEMP 
0.1285683

EP_MINRTY 
0.8676411

EP_MINRTY 
0.5976453

EP_UNEMP 
0.5501600

5 EP_AGE65 
0.0352513

EP_AGE65 
0.1007905

EP_AGE65 
0.2846226

EP_AGE65 
0.1801498

EP_AGE65 
0.1736795

Table 2 
Feature importances from Chi-squared, Spearman's correlation and Kendall's tau.

Rank Chi-squared p-Value Spearman's correlation p-Value Kendall's tau p-Value

1 EP_NOHSDP 
26,418.6832964

0.00 EP_NOHSDP 
0.7775600

0.00 EP_NOHSDP 
0.6387811

0.00

2 EP_POV 
26,048.0134006

0.00 EP_POV 
0.7698675

0.00 EP_POV 
0.6329526

0.00

3 EP_MINRTY 
13,713.0227036

0.00 EP_UNEMP 
0.5619951

0.00 EP_UNEMP 
0.4466525

0.00

4 EP_UNEMP 
13,316.5045658

0.00 EP_MINRTY 
0.5465261

0.00 EP_MINRTY 
0.4267410

0.00

5 EP_AGE65 
2287.0428585

0.00 EP_AGE65 
-0.2013566

0.00 EP_AGE65 
-0.1555483

0.00

H. Yokoyama and Y. Takefuji                                                                                                                                                                                                               



Cities 168 (2026) 106519

4

misapplications of feature importances derived from supervised models 
across diverse fields, this paper makes three key contributions: (1) We 
provide empirical evidence demonstrating how feature importances 
from supervised models reflect prediction contributions rather than true 
associations, causing unstable ranking orders across different model 
architectures; (2) We introduce a conceptual distinction between “target 
supervised models” (which optimize toward outcome labels) and “non- 
target supervised models” (like Spearman's correlation), showing how 
the latter demonstrate greater stability in feature rankings; and (3) We 
offer practical guidelines to prevent researchers from misinterpreting 
model-specific feature importances as universal indicators of association 
strength. This work addresses a fundamental methodological issue 
affecting research integrity across multiple disciplines and provides a 
framework for more reliable feature association analysis. For future 
research, we should incorporate unsupervised models, which outper
form supervised models due to the absence of labels and no label-driven 
bias or error.

Our comprehensive experiments across synthetic and real-world 
datasets demonstrate that seemingly equivalent modeling approaches 
can produce substantially different feature rankings when optimizing for 
prediction, undermining confidence in any single model's feature 
importance claims. Through rigorous statistical analysis, we quantify 
this variability and identify when researchers should exercise particular 
caution in importance interpretation. The framework we develop pro
vides actionable guidance for selecting appropriate association mea
surement techniques based on specific research contexts and objectives. 
This work has significant implications for fields ranging from healthcare 
analytics and genomics to social sciences and environmental modeling, 
where accurate understanding of variable relationships is essential for 
both scientific discovery and practical applications.
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