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A B S T R A C T

This study critically examines the limitations of model-dependent feature importance methods used in clinical 
prediction modeling, specifically addressing inconsistencies in Xu et al.’s (2025) depression prediction research. 
We demonstrate how algorithm selection fundamentally alters featured rankings despite similar prediction ac
curacies, revealing a methodological gap where accuracy validation exists but feature importance validation does 
not. We propose a comprehensive alternative framework combining statistical and information-theoretic ap
proaches: (1) monotonic relationship detection using Spearman’s correlation and Kendall’s tau with p-value 
assessment, and (2) complex interaction analysis using Mutual Information and Effective Transfer Entropy. This 
dual methodology enables identification of both straightforward variable associations and complex nonlinear 
dependencies, providing more robust and reliable insights for clinical prediction models.

Dear editor,

Xu et al. (2025) investigated interpretable machine learning models 
for predicting depression in middle-aged and elderly Chinese arthritis 
patients through a nationwide prospective cohort study. Six machine 
learning algorithms, including XGBoost, logistic regression, KNN, deci
sion tree, LightGBM, and random forest, were employed to develop 
depression risk prediction models for middle-aged and elderly arthritic 
individuals. The study incorporated demographic and clinical indicators 
alongside lifestyle variables and utilized the SHapley Additive exPla
nations (SHAP) framework to enhance model interpretability. The final 
model achieved an AUC of 0.712, indicating relatively high predictive 
ability. The key predictors identified included age, life satisfaction, and 
comorbidities such as diabetes (Xu, 2025).

This paper raises critical concerns regarding the methodological 
approach to feature importance determination and the reliance on SHAP 
for interpretability in Xu et al.’s work. A fundamental limitation evident 
in their results is the model-specific nature of feature importan
ces—different algorithms produced distinctly different feature rankings, 
highlighting a significant methodological challenge. This is clearly 
demonstrated in Xu et al.’s own findings, where their XGBoost model 
ranked lifestyle factors highly, while their logistic regression model 
emphasized demographic variables. Even more concerning, variables 
that appeared as top predictors in one model were nearly insignificant in 
others, despite all models achieving similar prediction accuracy. This 
inconsistency stems from the absence of ground truth values for feature 
importance validation, unlike prediction accuracy which can be directly 
validated against known outcomes. High target prediction accuracy does 
not guarantee reliable feature importances, as documented in over 100 
peer-reviewed articles addressing this critical issue (Lipton, 2018; 
Fisher, 2019; Lenhof, 2024).

While supervised machine learning models have established mech
anisms to validate prediction accuracy against ground truth values, no 
parallel validation mechanism exists for assessing the accuracy of 

feature importance rankings. Consequently, each model employs its own 
methodology for calculating feature importance, potentially leading to 
algorithm-specific biases rather than revealing true biological or clinical 
significance. This inconsistency fundamentally undermines the reli
ability of conclusions regarding which factors truly drive depression risk 
in the studied population, regardless of the sophistication of interpret
ability methods like SHAP that are applied post-hoc to these inherently 
inconsistent models.

Moreover, SHAP itself inherently amplifies existing biases in feature 
importances due to the function of explain=SHAP(model), meaning that 
any algorithmic biases in the underlying model are perpetuated and 
sometimes magnified in the resulting explanations. This cascading effect 
of model-specific biases through interpretability frameworks creates a 
false sense of scientific validity around feature importance rankings that 
may be entirely dependent on algorithmic choices rather than true 
causal relationships in the studied population (Bilodeau, 2024; Huang, 
2024; Kumar 2021).

To accurately determine true associations between the target vari
able and features, this paper advocates for the use of nonlinear 
nonparametric methods grounded in information theory, such as 
Effective Transfer Entropy (ETE) (Li et al., 2024). Unlike existing ma
chine learning models, these methods are better equipped to capture 
complex interactions and nonmonotonic patterns among multiple vari
ables. Moreover, ETE provides directional information, enabling a 
deeper understanding of causal relationships, and offers a robust alter
native for uncovering genuine connections that current models with 
SHAP explanations fail to address.

Researchers must grasp the fundamental principles of machine 
learning from a ground truth perspective. Applying linear methods to 
nonlinear data or using parametric models on nonparametric data can 
introduce significant biases, resulting in flawed outcomes and 
misleading conclusions. In cases where ground truth values are un
available, it is essential for researchers to adopt multifaceted approaches 
to ensure the reliability and validity of their results and interpretations.
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