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AI image generators are shaping a new visual reality—one 
where words turn into pictures with an ease that would have 
seemed like magic just a few years ago. But beneath the 
surface of these technological marvels, there is a serious 
problem we cannot ignore: racial bias. And the issue is not 
just about bad training data or flawed algorithms. It runs 
much deeper, reflecting the biases embedded in the very 
structures of society.

For all the talk of AI as a neutral tool, we know better. 
As Michel Foucault might put it, technology is never just 
technology—it is an instrument of power, shaping what we 
see, how we categorize people, and who gets represented in 
certain ways. AI-generated images do not just reflect reality; 
they shape it.

1 � Bias isn’t just a bug—it is the system 
at work

Some might argue that the problem of racial bias in AI is 
just a glitch—something that can be fixed with better data 
or more careful programming. But that assumption ignores a 
fundamental truth: AI is trained on our world and our world 
is not fair. Consider the findings of Lin and colleagues (6), 
who tested an AI image generator to see if it mirrored racial 
and gender demographics in medical residency programs. 
Surprisingly, it did—but that does not necessarily mean the 
system is bias-free. Did the AI reflect real-world equity Bail 
(2024), or was it simply aligning with historical trends that 
already favor certain groups? If it is the latter, that is not 
fairness—it is just reinforcing the status quo.

And what about applications beyond medicine? Some 
researchers, like Tortora (10) and others Chen and , Joshi 
et al. (2024), Patel et al. (2024), suggest that AI-generated 
images could actually reduce bias in police lineups. That 

sounds promising, but it comes with a major caveat: if the AI 
is trained on biased datasets, won’t it just recreate the same 
old racial profiling issues in a more sophisticated disguise? 
The potential for unintended consequences is huge.

2 � AI as a tool of control

Gilles Deleuze described modern society as one of continu-
ous control—a world where power is not just about institu-
tions but about constant surveillance, categorization, and 
subtle influence. AI fits neatly into this framework. It does 
not just reinforce biases; it operationalizes them. Park’s 
(7) research on AI’s role in spreading misinformation is a 
perfect example. When generative models help create mis-
leading images Templin et al. (2024)—whether of political 
figures, crime suspects, or “typical” professionals—they do 
not just depict reality; they shape our collective perception 
of it Joshi et al. (2024). And when biases creep into that pro-
cess, the consequences go far beyond a few flawed pictures.

Even when AI is supposed to be making things “fairer,” it 
often does the opposite. Bell and colleagues (2), for instance, 
found that AI-generated images of suspects were fairer than 
traditional police lineup photos. But how do we measure 
fairness? What happens when subtle aesthetic choices in 
AI-generated faces—lighting, expressions, angles—affect 
how we perceive people? In criminal justice, even a slight 
shift in perception can be the difference between guilt and 
innocence.

3 � So what do we do?

Here is the reality: bias in AI image generation is not going 
to vanish overnight. But that does not mean we should accept 
it as an inevitable byproduct of technology. We have options.

Demand transparency: AI developers need to open the 
black box. Who decides what data gets used to train these 
models? How are outputs audited for bias? If companies 
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want to build world-altering tools, they should be willing 
to show us how they work.
Move beyond “Fixing” bias: It is not enough to tweak 
algorithms and hope for the best. As Fang’s (4) work on 
large language models shows, even when AI companies 
try to mitigate bias, it still seeps through in unexpected 
ways. Instead of just fixing bias when it appears, we need 
to ask: should AI be generating these images in the first 
place?
Rethink AI’s role in society: Foucault reminds us that 
systems of power are often disguised as systems of effi-
ciency. AI in policing, hiring, and media is not just about 
making things faster—it is about who gets to define real-
ity. If AI is amplifying racial biases rather than disman-
tling them, maybe the real question is not “How do we fix 
it?” but “Should we be using it at all?”

The bottom line is this: AI-generated images are already 
shaping our world. If we do not confront their biases now, 
we will be living in a future where machines reinforce and 
amplify social inequalities instead of challenging them. This 
is not just about coding better AI. It is about deciding what 
kind of world we want to live in.

Curmudgeon Corner  Curmudgeon Corner is a short opinionated col-
umn on trends in technology, arts, science and society, commenting on 
issues of concern to the research community and wider society. Whilst 
the drive for super-human intelligence promotes potential benefits to 
wider society, it also raises deep concerns of existential risk, thereby 
highlighting the need for an ongoing conversation between technology 
and society. At the core of Curmudgeon concern is the question: What 
is it to be human in the age of the AI machine? -Editor.
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