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To the Editor,

Garcia et al. conducted a comprehensive analysis of the impact of 27 
covariates on protein levels, taking into account variables such as blood 
counts, cardiovascular risk factors, and lifestyle-related parameters [1]. 
In the methodology, they log-transformed laboratory parameters and 
pulse wave velocity (PWV) into more closely approximate normal dis-
tributions. They then investigated the associations between specific 
proteins (designated as the dependent variable) and the identified 
clinical and lifestyle parameters by employing both univariable and 
multivariable linear regression models with the lm function [1].

However, it is important to recognize the potential biases inherent in 
feature importances derived from linear regression models, leading to 
incorrect conclusions [2–6]. To accurately capture true associations, 
Garcia et al. should consider robust statistical methods, such as 
Chi-squared tests with p-values [7] and/or Spearman’s correlation with 
p-values [8], which provide a more reliable framework to analyze re-
lationships between variables. Common pitfalls of machine learning 
models, including linear regression, often stem from their specific na-
ture, which can lead to skewed interpretations of feature importance and 
misrepresentations of associations between the target variable and the 
features.

This paper not only highlights the discrepancies in feature impor-
tance derived from linear regression [2–6] but also emphasizes the ur-
gent need for more robust statistical techniques to establish valid 
relationships [7,8]. By advocating for true associations over biased 
feature importances, Garcia et al. should reconsider their conclusions to 
ensure more reliable outcomes. Ultimately, this approach enriches our 
understanding of the complex interplay between proteins and cardio-
vascular health, providing deeper insights into the mechanisms under-
lying cardiovascular conditions and directing future research efforts in 
this vital area.

Linear regression, while a widely used method for modeling re-
lationships between variables, can induce biases in feature importance 
assessments for several reasons. Firstly, linear regression relies on the 
assumption that relationships between features and the target variable 

are linear. This can lead to misleading feature importance scores when 
the actual relationships are nonlinear. Nonlinearity can cause significant 
interactions between features that linear models fail to capture accu-
rately, resulting in an overestimation or underestimation of a feature’s 
significance.

Secondly, the presence of multicollinearity—where two or more 
features are highly correlated—can distort feature importance in linear 
regression. When multicollinearity is present, it becomes challenging to 
determine the individual contribution of correlated variables. As a 
result, the coefficients of these features can be inflated or deflated, 
leading to unreliable importance scores. This can mislead researchers 
and practitioners into overvaluing or undervaluing certain features.

Moreover, linear regression does not inherently account for feature 
interactions or complex interdependencies among multiple features. 
Without methods to identify and model these interactions, the model 
may simplify the relationships among variables, which could lead to 
biased importance rankings. Crucially, this simplification can mask the 
true drivers of the target variable, preventing a comprehensive under-
standing of the underlying mechanisms.

Lastly, the selection of features based on statistical significance 
without integrating domain knowledge can perpetuate biases. Re-
searchers may inadvertently favor features that yield significant p- 
values in linear regression analysis, overlooking potentially important 
predictors that do not meet arbitrary significance thresholds. This se-
lective inclusion again biases the feature importance assessments and 
can impede the formulation of valid conclusions.

In summary, biases in feature importance derived from linear 
regression stem from several factors, including its assumptions of line-
arity, the presence of multicollinearity, the inability to account for 
feature interactions, and a reliance on statistical significance without the 
incorporation of domain knowledge. Acknowledging these limitations is 
essential for researchers aiming to accurately interpret the relationships 
between features and outcomes. It is important to remember that the 
primary objective of machine learning is to make accurate predictions of 
the target variable; however, feature importances do not necessarily 
reflect true associations between the target and features, often serving 
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merely as byproducts of the modeling process. This distinction un-
derscores the need for more robust methodologies to derive genuine 
insights in predictive modeling.
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