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Discussion  Letter

Reevaluating Feature Selection in Machine
Learning Models for Identifying
Disease-Modifying Agents in Obstructive Sleep
Apnea

To the Director,

Belmonte et al. conducted a comprehensive study on the
synergistic integration of the miRNome, machine learning, and
bioinformatics to identify potential disease-modifying agents for
obstructive sleep apnea.1 Their methodology involved variable
selection utilizing random forests and sparse partial least squares.
To enhance the robustness and consistency of their selection pro-
cess, they implemented a rigorous approach by repeating each
method 50 times.1

While Belmonte et al. showcased innovative machine learn-
ing models for identifying potential disease-modifying agents for
obstructive sleep apnea, this paper raises critical concerns regard-
ing the reliance on feature selection from random forests due to
the model-specific nature of feature importance. It is vital for Bel-
monte et al. to recognize that feature importance metrics derived
from machine learning models can be inherently biased, as different
models employ distinct methodologies for calculating these values
due to the absence of ground truth values for accuracy validation.2,3

Random forests, as a supervised machine learning approach, rely
on ground truth values for validating prediction accuracy. How-
ever, the validation does not extend to the reliability of feature
importance. High prediction accuracy does not necessarily indi-
cate trustworthy feature importances; thus, caution is warranted
when interpreting these metrics. Over 100 peer-reviewed arti-
cles discussed non-negligible biases in feature importances from
models.2,3

To accurately evaluate genuine associations between the target
variable and the features, three critical elements must be con-
sidered: the distribution of the data, the statistical relationships
among the variables, and the validation of statistical significance
through p-values. Consequently, the choice between paramet-
ric and nonparametric methods, as well as linear and nonlinear
approaches, plays a pivotal role in ensuring a robust and precise
analysis.

In this context, the paper recommends the use of nonlinear
and nonparametric robust statistical methods,4 such as Spear-
man’s correlation and Kendall’s tau, supplemented by p-values for
significance testing. Additionally, before applying these statistical
methods, it is essential to assess multicollinearity by executing the
Variance Inflation Factor (VIF) analysis, which can help to elimi-
nate features with collinearity and interactions, thereby reducing
feature inflation.5
While Belmonte et al. made significant strides in integrating
the miRNome, machine learning, and bioinformatics for iden-
tifying disease-modifying agents in obstructive sleep apnea, it
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s crucial to address concerns regarding the reliability of fea-
ure selection from random forests. Acknowledging the inherent
iases in feature importance metrics derived from machine learn-

ng models—especially in the absence of ground truth values for
alidation—is vital for producing credible results. To ensure accu-
ate associations between the target variable and features, careful
onsideration of data distribution, variable relationships, and sta-
istical significance is essential. By employing robust statistical

ethods, such as Spearman’s correlation and Kendall’s tau, along-
ide VIF analysis for multicollinearity, they can enhance the rigor
nd validity of their findings in this evolving field.
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