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Reevaluating feature importance in machine learning models for CO2 photoreduction: A 
statistical perspective
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A B S T R A C T

Chen et al. have advanced the theoretical design of dual-site metallo-covalent organic frameworks for enhancing 
CO2 photoreduction into C2H4 using various machine learning algorithms. While they demonstrated high 
predictive accuracy using a stacking approach with seven selected algorithms, this study emphasizes the po-
tential biases in feature importance derived from these models. It argues for the necessity of computing unbiased 
feature importances and highlights the complications posed by different methodologies across models. Further, it 
recommends robust statistical techniques, such as Spearman’s correlation and Kendall’s tau, to improve inter-
pretability and validity. Addressing collinearity through Variance Inflation Factor (VIF) analysis is also crucial. 
These steps aim to deepen understanding and optimize machine learning applications for carbon capture and 
utilization.

Chen et al. developed machine learning models for the theoretical 
design of dual-site metallo-covalent organic frameworks, with the goal 
of enhancing the efficiency of CO2 photoreduction into C2H4 [1]. In 
their study, they employed a diverse array of algorithms commonly 
utilized for regression problems. These algorithms included decision 
tree regression (DTR), elastic net regression (ENR), extra trees regres-
sion (ETR), K-nearest neighbor regression (KNNR), least absolute 
shrinkage and selection operator (LASSO), linear regression (LR), sup-
port vector regression (SVR), gradient boosting regression (GBR), 
XGBoost regression (XGBR), and random forest regression (RFR) [1].

To effectively leverage the characteristics of stacking algorithms, the 
researchers conducted comprehensive experiments aimed at identifying 
suitable individual and meta-learners [1]. The results revealed the R² 
scores and root mean square error (RMSE) values derived from the 
stacking approach, showcasing its predictive capabilities. Ultimately, 
seven machine learning algorithms that exhibited strong performance 
were selected as base learners to train and predict outcomes on the 
dataset, with the training and testing sets divided in a 75:25 ratio. A 
thorough comparison of the algorithms’ running times, R² scores, and 
RMSE values led to the selection of ETR as the meta-learner, while DTR, 
ENR, ETR, KNNR, GBR, XGBR, and RFR formed the base learners to 
build the stacking model. Furthermore, a feature importance analysis 
was conducted based on the stacking model’s results, providing insights 
into the predictors influencing CO2 photoreduction efficiency [1].

However, while this paper highlights the innovative high accuracy of 
the theoretical models, it also raises significant concerns regarding the 
reliance on feature importances derived from machine learning models. 
Distorted feature importances can lead to erroneous conclusions that 
undermine the theoretical design intentions. To enhance the efficiency 
of CO2 photoreduction, it is essential for Chen et al. to compute bias-free 
or bias-less feature importances. Unlike target predictions, which have 
ground truth values to validate accuracy, feature importances often lack 
comparable benchmarks for validation. Consequently, different 

machine learning models utilize varied methodologies for calculating 
feature importances, a point illustrated by Chen et al.’s findings that 
distinct models generate disparate feature importances, indicative of 
potential non-negligible biases.

The challenge of accurately assessing feature importance is further 
complicated by findings from over 100 peer-reviewed articles, which 
highlight non-negligible biases in feature importances computed from 
machine learning models [2–5]. While R² scores and root mean square 
error (RMSE) values provide valuable insights into how well data fit the 
chosen models, they do not offer a comprehensive understanding of 
target accuracy; specifically, they do not convey critical information 
about sensitivity, specificity, or overall accuracy [6].

It is essential to recognize that achieving high accuracy in target 
predictions does not necessarily guarantee the reliability of feature 
importance evaluations. In the absence of established ground truth 
values for feature importance, researchers must carefully evaluate three 
key aspects: the underlying data distribution, the statistical relationships 
among variables, and the validation of these relationships through p- 
values.

By addressing these factors, researchers can improve the interpret-
ability and robustness of their analyses, ultimately leading to more ac-
curate assessments of feature importance. Recognizing the limitations of 
common metrics, as well as the nuances of the underlying data, is vital 
for advancing the reliability of conclusions drawn from machine 
learning models.

To achieve a rigorous theoretical analysis that accurately elucidates 
the genuine associations between the target variable and the features, it 
is essential to employ robust statistical methodologies that minimize 
potential distortions. This paper advocates the use of nonlinear and 
nonparametric techniques [7–10], such as Spearman’s correlation with 
p-values or Kendall’s tau with p-values. These methods provide a more 
nuanced understanding of relationships among variables without the 
assumptions inherent in linear models.
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Prior to implementing these recommended approaches, it is imper-
ative to address issues of collinearity and feature interactions, as such 
factors can significantly inflate correlation values and distort results. 
Conducting a Variance Inflation Factor (VIF) analysis is vital for iden-
tifying and alleviating the effects of these troublesome features [11]. VIF 
is a valuable tool for detecting collinearity and interactions among 
features. It is advisable to apply VIF prior to employing statistical 
methods in order to remove features exhibiting collinearity and in-
teractions. This proactive step helps mitigate feature inflation and en-
hances the robustness of the analysis. This approach not only enhances 
the reliability of feature importance assessments but also enriches the 
overall interpretability of results. By adopting these best practices, re-
searchers can significantly advance the understanding and optimization 
of CO2 photoreduction processes using machine learning techniques, 
ultimately contributing to more effective strategies for carbon capture 
and utilization.

Issues related to feature importance are prevalent across various 
fields, including medicine, multi-omics, pharmacology, chemistry, ma-
terial science, and beyond. Many researchers are often unaware that 
ground truth values are absent in feature importance calculations from 
machine learning models, leading to potential confusion with prediction 
accuracy. It is crucial to understand that high prediction accuracy does 
not necessarily ensure the reliability of feature importance metrics.
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