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A B S T R A C T

This paper addresses the critical importance of accurate analysis in research, emphasizing the necessity of error- 
free and unbiased calculations. While ground truth values are pivotal for validating accuracy, their absence poses 
challenges in feature importance, feature selection, and clustering methods commonly used in machine learning. 
Liu et al. have introduced innovative models targeting gas-solid interactions, but their reliance on model-specific 
methodologies raises concerns about potential biases and erroneous conclusions. This study advocates for robust 
statistical validation techniques, including the application of Variance Inflation Factor (VIF), Spearman’s cor
relation, and Kendall’s tau, to enhance the reliability of feature selection and ensure more accurate insights. By 
emphasizing a rigorous approach to statistical significance, this paper aims to improve the interpretability and 
effectiveness of machine learning applications in this specialized field.

Accurate analysis relies on researchers performing calculations that 
are both error-free and unbiased. Recognizing the presence of ground 
truth values is essential for validating accuracy. In supervised machine 
learning, ground truth values are typically accessible, facilitating 
straightforward accuracy validation. However, methods like feature 
importance, feature selection, and clustering frequently do not have 
clear ground truth references, which complicates the assessment of ac
curacy. As a result, it is vital for researchers to rigorously validate sta
tistical significance to ensure reliable results. This paper demonstrates 
the application of feature selection within analytical processes and offers 
insights into its usefulness, despite the challenges posed by the absence 
of ground truth values in certain situations.

Liu et al. introduced innovative machine learning models focused on 
gas-solid interaction materials and devices, contributing to advance
ments in this specialized field. The machine learning (ML) workflow 
typically comprises four essential stages: dataset preparation, feature 
selection, model training, and model evaluation [1]. Within this 
framework, feature selection aims to maximize the correlation between 
features and predicted properties, minimize inter-feature correlations, 
and ensure ease of feature acquisition. Commonly employed methods 
for feature selection include Filter, Wrapper, and Embedded approaches. 
In addition to extracting inherent features, the creation of new features 
is vital for continuously optimizing ML models. Dimensionality reduc
tion techniques, such as Principal Component Analysis (PCA), play a 
crucial role in transforming high-dimensional data into a more 
manageable low-dimensional space. By simplifying data structures, PCA 
highlights underlying distributions and relationships, employing 
orthogonal transformations to convert linearly related features into a 
limited number of independent variables that retain most of the essential 
information from the original dataset [1].

While Liu et al. have made commendable advancements in devel
oping machine learning models for gas-solid interactions, this paper 
raises critical concerns regarding their approach to feature selection and 

the correlation between features and predicted properties. The model- 
specific nature of their methodologies may lead to erroneous conclu
sions if not subjected to rigorous validation. It is essential for Liu et al. to 
acknowledge the significance of ground truth values in validating their 
outcomes. While supervised machine learning techniques benefit from 
these values for accuracy assessment, the fields of feature importance 
and feature selection often lack such references, complicating the eval
uation of their effectiveness. The absence of ground truth can result in 
varied methodologies for calculating feature importance across different 
models, ultimately introducing biases. In fact, over 100 peer-reviewed 
articles have documented non-negligible biases in feature importance 
derived from various models [2–6].

Furthermore, while Liu et al. have proposed Principal Component 
Analysis (PCA) for feature reduction, it is vital to recognize that PCA’s 
linear and parametric nature may inadequately address the complexities 
found in non-linear and nonparametric data [7,8]. Given the absence of 
ground truth values in feature importance calculations, three key com
ponents warrant careful consideration: the distribution of data, the 
statistical relationships between variables, and the validation of these 
relationships through statistical significance tests using p-values. To 
address these challenges, this paper advocates for employing robust 
statistical methods that are capable of accommodating non-linearity and 
nonparametric characteristics, such as Spearman’s correlation [9] and 
Kendall’s tau [10], both supplemented with p-values for rigorous vali
dation. By integrating these methodologies, Liu et al. could enhance the 
reliability and interpretability of their ML models, leading to more ac
curate insights into gas-solid interactions.

This paper recognizes that machine learning (ML) serves as a valu
able tool for target predictions, yet it critically examines the reliance on 
biased feature importances generated by ML models. To enhance the 
integrity of feature selection, the application of Variance Inflation Factor 
(VIF) is essential for identifying and removing features exhibiting 
collinearity and interactions [11]. By addressing these correlations 
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proactively, VIF helps to mitigate feature inflation and ensures a more 
accurate representation of the underlying relationships. Subsequently, 
this paves the way for implementing robust statistical methods that can 
reveal true associations between the target variable and its features. By 
emphasizing the importance of rigorous feature evaluation and reduc
tion, this paper advocates for a more nuanced and reliable approach to 
leveraging ML models in predictive analysis.
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