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A B S T R A C T

Mohan et al. developed a feed-forward neural network (FFNN) model to predict Kamlet-Taft parameters using
quantum chemically derived features, achieving notable predictive accuracy. However, this study raises concerns
about conflating prediction accuracy with feature importance accuracy, as high R2 and low RMSE do not guar-
antee valid feature importance assessments. The reliance on SHAP (SHapley Additive exPlanations) for feature
evaluation is problematic due to model-specific biases that could misrepresent true associations. A broader un-
derstanding of data distribution, statistical relationships, and significance testing through p-values is essential to
rectify this. This paper advocates for employing robust statistical methods, like Spearman's correlation, to
effectively assess genuine associations and mitigate biases in feature importance analysis.
Mohan et al. [1] developed a feed-forward neural network
(FFNN)-based machine learning (ML) model to predict the Kamlet-Taft
parameters of designer solvents, employing quantum chemically
derived input features. Their study demonstrated impressive predictive
accuracy, as evidenced by high R2 values and low root mean square error
(RMSE) figures. To further investigate feature importance, the authors
utilized SHAP (SHapley Additive exPlanations) analysis in conjunction
with their FFNN model [1]. However, while acknowledging the high
performance of the models proposed by Mohan et al., this paper raises
critical concerns about the application of the FFNN model for extracting
feature importances. A significant issue lies in their conflation of pre-
diction accuracy with feature importance accuracy. Elevated R2 values
and low RMSE do not inherently translate to precise assessments of
feature importance, which remains a distinct aspect that requires careful
consideration.

Cross-validation, which focuses on manipulating data rather than
models, is effective only for evaluating the accuracy of target prediction
models; it does not yield reliable insights into feature importance accu-
racy. Consequently, high prediction accuracy does not guarantee accu-
rate feature importance. Similarly, a high R2 value and low RMSE do not
ensure that the feature importance estimates are correct. While machine
learning target predictions are accompanied by ground truth values that
enable accuracy validation, feature importances do not have similar
ground truth values. Consequently, cross-validation can effectively assess
prediction accuracy but falls short when it comes to validating the ac-
curacy of feature importance.

The reliance on SHAP for feature importance analysis raises addi-
tional issues, as SHAP values are inherently model-specific and can
inherit and amplify biases from the underlying models, leading to erro-
neous conclusions [2–10]. Specifically, the FFNNmodel may consistently
yield biased feature importance results due to its inability to adequately
account for the data distribution and the statistical relationships between
the target variables and the features. To derive genuine associations
between the target and features, it is essential to incorporate three critical
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elements: a comprehensive understanding of data distribution, an ex-
amination of statistical relationships, and an assessment of statistical
significance through p-values. Neglecting these aspects could result in
misleading or inaccurate interpretations of feature importance derived
from the FFNN model.

SHAP relies entirely on the provided model and inherently amplifies
any biases present within it. To accurately capture the true associations
or genuine relationships between the target and features, three key ele-
ments are essential: the data distribution, an examination of the re-
lationships between the variables, and statistical validation through p-
values. Selecting the appropriate modeling approach—whether a linear
model or a nonlinear model with parametric or non-parametric meth-
ods—based on the data distribution is crucial for achieving bias-free
computations. While machine learning target predictions possess
ground truth values for prediction accuracy, feature importances lack in
ground truth values. This paper advocates for integrating machine
learning target predictions and Spearman's correlation with p-values,
nonlinear and nonparametric approaches.

To enhance the rigor of their analysis, researchers like Mohan et al.
must grasp several fundamental principles in machine learning: 1) ma-
chine learning models can consistently produce biased feature impor-
tance due to their model-specific nature, a concern that has been
highlighted in over 100 peer-reviewed articles; 2) SHAP inherently in-
herits biases from the models upon which it is based; 3) high prediction
accuracy does not guarantee accurate feature importance assessments; 4)
model-specific biases in feature importance cannot be entirely mitigated;
and 5) the processes of generating predictions and deriving feature
importance are fundamentally different. This paper advocates for the
assessment of true associations or genuine relationships between the
target and features using bias-free robust statistical methods, such as
Spearman's correlation coupled with p-value evaluations, to minimize
bias and enhance validity. Spearman's correlation with p-values gives
nonlinear and nonparametric approaches.
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