
Letter to the Editor
Enhancing clustering validity in
MELD subtype analysis: A call
for robust statistical methods
To the Editor:
It is crucial to perform error-free calculations to ensure the ac-
curacy and reliability of any analysis. The selection of appro-
priate statistical tools plays a significant role; using linear models
on non-linear data or employing parametric approaches on non-
parametric data can lead to distorted outcomes and misleading
interpretations. Linear models assume a straightforward rela-
tionship, which may overlook the complexities present in non-
linear datasets, while parametric methods often rely on specific
distributional assumptions that may not be valid for all data. By
choosing the right analytical techniques that align with the data’s
inherent characteristics, researchers can achieve more precise
results and derive valid insights. Consequently, a thoughtful
approach to tool selection is indispensable for maintaining the
integrity of statistical analysis and making well-informed de-
cisions based on the findings.

Takefuji emphasized the importance of recognizing non-
linear relationships in biological data, verifying critical model
assumptions, and ensuring model adequacy. He also noted
that methods for determining feature importance, selection,
and reduction often lack definitive ground truth values, advo-
cating instead for non-linear and non-parametric approaches
when addressing complex biological data patterns.1

Rosenstengle et al. explored the variation in intention-to-
treat survival based on model for end-stage liver disease
(MELD) subtypes, emphasizing that not all models created for
end-stage liver disease are equal.2 In their study, they
employed K-means clustering analysis to categorize patients
into MELD-Br, MELD-INR, or MELD-Cr groups, depending on
the dominant variable contributing to their MELD scores. Their
analysis included a total of 39,897 patients who were listed with
decompensated cirrhosis and met the specified inclu-
sion criteria.2

This letter highlights critical concerns regarding the use of
K-means for clustering analysis, particularly in the context of
complex non-linear data. K-means clustering relies on linear
and parametric assumptions without first verifying that the data
exhibit these characteristics. This oversight can lead to
misleading outcomes and erroneous conclusions.3–8 Rose-
nstengle et al. should acknowledge the importance of validating
their data thoroughly and consider employing non-linear and
non-parametric methods to enhance the robustness and ac-
curacy of their findings.

Linear and parametric methods for clustering validation can
distort outcomes when applied to non-linear and non-
parametric data. For instance, K-means assumes that
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clusters are convex and separable with linear boundaries,
performing best with linearly separable data. When clusters
have non-linear shapes, these methods may misrepresent the
actual structure. K-means might inaccurately group points
solely based on proximity to centroids, leading to ineffective
clustering in complex distributions. Parametric methods often
require specific forms of data distribution, such as normality,
which can result in misleading outcomes if the actual data does
not conform. For example, K-means applied to datasets with
elongated or irregular clusters may lead to poor assignments,
misclassifying points that are close to a centroid but do not
belong to the same cluster. Such oversimplifications can result
in a significant underestimation of the data’s complexity
and heterogeneity.

This paper advocates the adoption of robust, non-linear,
and non-parametric statistical methods for evaluating clus-
tering quality. Measures such as the Silhouette value and the
Davies-Bouldin index are essential for assessing clustering
performance, while the Gap statistic plays a critical role in
determining the optimal number of clusters. The Silhouette
score, which ranges from -1 to 1, measures how similar an
object is to its own cluster compared to other clusters, with
higher values indicating better-defined clusters.9 The Davies-
Bouldin index, ranging from 0 to infinity, quantifies cluster
similarity, with lower values representing better clustering so-
lutions by evaluating the ratio of within-cluster distances to
between-cluster distances.10 Finally, the Gap statistic provides
a measure of the clustering structure’s strength relative to
random distributions, with values ranging from 0 to infinity;
higher scores are indicative of more robust clustering.11 By
utilizing these metrics, researchers can achieve more reliable
clustering assessments, yielding insights that are less sensitive
to distributional assumptions.
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