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Reassessing predictive modeling for 
emergency department return in COVID-19 
patients 
Fong et al. developed a machine learning model to predict emer-
gency department (ED) return for COVID-19 patients using Extreme 
Gradient Boosting (XGBoost) trained on data from two regional health 
systems [1]. By analyzing 42,056 encounters, the study highlighted the 
potential of machine learning to support ED disposition decisions and 
optimize discharge planning. Feature importance was evaluated using 
XGBoost with SHAP and Gini metrics to identify predictors, including 
age, vital signs, and specific laboratory markers. Despite promising re-
sults, several considerations about the methodology warrant discussion 
[1]. While cross-validation using metrics such as AUC, RMSE, and 
R-squared effectively evaluates the accuracy of target predictions, it 
falls short in assessing the accuracy of feature importance due to the 
lack of ground truth values. 

While machine learning approaches like XGBoost are powerful, the 
reliability of feature importance measures such as SHAP and Gini values 
remains a critical concern, leading to potentially erroneous conclusions 
[2,3]. These metrics are inherently model-dependent and can propagate 
non-negligible biases present in the underlying data. For example, while 
SHAP values are beneficial for interpreting individualized predictions, 
they inherently assume that features are independent. This assumption 
often fails in datasets with correlated predictors, as is frequently the 
case with clinical data [4]. Similarly, Gini values, reflecting overall 
model performance, may exaggerate the significance of features influ-
enced by overfitting, particularly in models trained on imbalanced or 
incomplete datasets [5]. 

Understanding the biases in feature importance measures for 
XGBoost and SHAP requires an in-depth exploration of their methodol-
ogies and assumptions. XGBoost, an ensemble learning algorithm based 
on decision trees, builds models sequentially to reduce errors from ear-
lier iterations. Its methods for assessing feature importance can be bi-
ased due to the use of metrics like gain, which reflects a feature's 
contribution to accuracy improvements; cover, indicating the propor-
tion of observations associated with a feature; and frequency, the num-
ber of times a feature is used across trees. These metrics are model-
dependent, meaning different configurations or parameters can yield 
varying importance rankings, which are not absolute indicators of 
predictive relevance. 

Feature correlations add complexity. Correlated features can distort 
importance scores as the model arbitrarily distributes “credit,” 
overstating or understating individual contributions. Overfitting is an-
other concern, with XGBoost potentially inflating importance scores 
for features specific to the training data but irrelevant for new predic-
tions. Additionally, the sequential tree-building process can dispropor-
tionately highlight features that correct earlier errors, exaggerating 
their importance .
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SHAP, while powerful for interpreting feature importance, also has 
limitations. SHAP values depend on the training data and model struc-
ture, which can amplify inherent model biases. SHAP assumes feature 
independence when estimating contributions, an assumption often in-
valid in real-world scenarios, especially when features are correlated. 
This correlation can distort SHAP values, either masking or overstating 
individual feature effects. Outliers or noise further complicate SHAP's 
reliability, as they may disproportionately influence importance mea-
sures. Moreover, SHAP struggles with non-linear relationships in com-
plex models, potentially misrepresenting feature contributions. 

Both XGBoost and SHAP, despite being influential tools, introduce 
biases through their dependencies and assumptions. Researchers 
should complement machine-learning-derived importance metrics 
with rigorous statistical analyses to achieve a clearer understanding of 
feature relationships and predictive relevance. 

Fong et al.'s reliance on metrics conditioned by model structure 
raises questions about the generalizability of their findings. The varia-
tions in model performance across health systems—with HS2 data con-
sistently yielding better metrics—highlight the influence of regional 
differences and data quality. To enhance robustness, future studies 
should consider additional statistical techniques, such as Spearman's 
correlation with p-values and Kendall's tau with p-values, along with 
non-linear and non-parametric approaches to validate associations be-
tween the target and features independently of the model [6,7]. These 
methods offer a bias-free complement to machine learning metrics 
and could uncover genuine relationships. 

Another critical issue is the model's prioritization of recall over pre-
cision, reflecting a focus on sensitivity at the expense of specificity. 
While this approach supports identifying high-risk patients, the result-
ing trade-off in precision suggests a potential for false positives, which 
may strain ED resources. Enhancing the model's ability to balance 
these metrics, perhaps by incorporating nuanced data such as social 
determinants of health or unstructured text from clinician notes, could 
significantly improve its utility as a clinical decision support tool [8]. 

Finally, the study's discussion of predictive features highlights the 
potential for clinical misinterpretation. For example, the finding that 
higher SpO2 levels reduce the likelihood of ED return aligns with clinical 
expectations, but the inclusion of certain predictors, such as past use of 
5HT3 receptor antagonists, requires careful contextualization to avoid 
overgeneralization [9]. Ensuring that feature importance metrics align 
with clinical plausibility is crucial to maintaining the trust and utility 
of machine learning tools in healthcare. 
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