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A B S T R A C T

This study examines the critical disconnect between prediction accuracy and feature importance reliability in 
machine learning applications for psychiatric research. Using a hikikomori dataset with 611 instances, we 
compared feature selection stability across supervised models (random forest, XGBoost, logistic regression), 
unsupervised methods (feature agglomeration, highly variable gene selection), and statistical approaches 
(Spearman correlation). Despite achieving highest classification accuracy (66.20 %), logistic regression exhibited 
significant instability in feature rankings when the top feature was removed. In contrast, unsupervised methods 
and statistical approaches demonstrated perfect stability in feature ranking orders. Our findings reveal that 
supervised models suffer from label-driven instability while unsupervised methods provide more consistent 
feature importance assessments, suggesting that psychiatric researchers should supplement high-accuracy su
pervised models with unsupervised approaches for reliable feature interpretation.

1. Introduction

Asian Journal of Psychiatry has published 168 articles on linear 
regression (18 in 2025), 104 articles on machine learning (29 in 2025), 
124 articles on artificial intelligence (39 in 2025), 24 articles on random 
forest (9 in 2025), 427 articles on logistic regression (26 in 2025), and 
18 articles on feature selection (5 in 2025), and 237 articles on dataset(s) 
(58 in 2025), indicating a rapid growing interest in data analysis with 
machine learning using datasets. However, due to lacking understand
ing of fundamental principles of supervised machine learning, re
searchers are not familiar with algorithm-induced errors while they are 
experts in their own domains.

Zhu et al. (2025) investigated factors associated with suicidal idea
tion (SI) in daily life among young people with mood disorders at risk of 
suicide, using ecological momentary assessment (EMA) to capture 
real-time contextual data. Employing multilevel logistic regression, they 
assessed concurrent, time-lagged, and adjusted associations between SI 
and environmental, interpersonal, and emotional factors.

However, researchers including Zhu et al. sometimes infer that high 
target-prediction performance (for example, a high R² or classification 
accuracy) ensures the reliability of model outputs such as coefficient 
estimates, odds ratios, confidence intervals and p-values. In supervised 
learning, models like logistic regression involve two distinct notions of 
performance: target prediction accuracy and feature-importance 

accuracy. While target prediction accuracy can be evaluated against 
ground-truth labels, feature importance lacks a direct ground truth for 
accuracy validation and reflects contributions to prediction rather than 
causal or “true” associations. Consequently, strong predictive perfor
mance does not guarantee that feature importances or the resulting 
substantive interpretations are reliable (Parr et al., 2024; Watson and 
Wright, 2021; Molnar et al., 2022; Lipton, 2018; Fisher et al., 2019; 
Lenhof et al., 2024; Mandler and Weigand, 2024; Potharlanka, Bhat, 
2024; Wood et al., 2024).

Zhu et al. should also acknowledge that the credibility of inferential 
outputs depends on meeting model assumptions. Violations can bias 
estimates and distort inference, leading to erroneous conclusions. In 
particular, applying linear methods to fundamentally nonlinear re
lationships, or using parametric and semiparametric models such as 
logistic regression when their assumptions (for example, correct link 
function, linearity in the logit, independence, absence of severe multi
collinearity, appropriate handling of time dependence and clustering, 
and well-specified random effects) are not satisfied, can compromise the 
validity of feature importance, odds ratios, confidence intervals, and p- 
values (Dey et al., 2025; Pinheiro-Guedes et al., 2024; Wang et al., 2023; 
Osborne, 2015; van Maanen et al., 2019; Work et al., 1989; Zulfadhli 
et al., 2024; Akturk et al., 2025; Rifada et al., 2022; Suliyanto et al., 
2020; Wibowo et al., 2021; Steyerberg et al., 2011; Özkale, 2016). 
Careful diagnostics, sensitivity analyses, nonlinear or nonparametric 
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alternatives, and robustness checks are essential to support interpret
ability alongside prediction.

Due to the absence of ground truth in feature importance calcula
tions, this paper advocates for multifaceted approaches incorporating 
unsupervised models such as feature agglomeration (FA) and highly 
variable gene selection (HVGS), and followed by non-target-prediction 
nonlinear nonparametric methods such as Spearman’s correlation with 
p-values instead of solely relying on parametric logistic regression. Due 
to model specific nature, supervised models like logistic regression must 
suffer from instability in feature ranking orders due to label-driven er
rors while FA, HVGS and Spearman exhibit stronger stability in feature 
ranking orders due to the absence of label-driven errors.

This paper examines the effectiveness of feature selection across 
supervised models, unsupervised models, and non-target-prediction 
methods using a public hikikomori dataset (Stavropoulos et al., 2019).

2. Methods

The dataset comprises 611 instances and 7 features, which has been 
converted into a binary classification problem (severe or not severe) 
(Stavropoulos et al., 2019). Our methodology involves a systematic 
evaluation of feature importance through multiple steps: first, assessing 
the top feature ranking orders from the complete feature set using 
diverse algorithms; then removing the highest-ranked feature to create a 
reduced dataset; and finally, re-evaluating the feature ranking orders in 
this reduced context. For feature selection and importance analysis, we 
employ a comprehensive suite of algorithms including random forest, 
XGBoost, logistic regression, feature agglomeration (FA), highly vari
able gene selection (HVGS), and Spearman’s correlation. This approach 
allows us to identify the most influential predictors and understand how 
feature importance shifts when prominent features are excluded.

3. Results

Table 1 demonstrates the cross-validation accuracy and feature 
ranking order for six different models across both full and reduced 
feature sets. In the full feature set, logistic regression achieved the 
highest cross-validation mean accuracy of 0.6620, while XGBoost fol
lowed at 0.5908, and random forest obtained 0.5857. Four of the six 
models (random forest, FA, HVGS, and Spearman) identified IGD_Total 
as the most important feature in the full dataset. When IGD_Total was 
removed to create the reduced feature set, logistic regression maintained 
superior performance with a slightly improved accuracy of 0.6672, 
while all other models showed decreased performance. In the reduced 

dataset, feature importance varied considerably among models. 
Notably, the supervised models (random forest, XGBoost, and logistic 
regression) demonstrated substantial instability in feature ranking or
ders between the full and reduced sets, with significant reshuffling of 
feature importance after removing the top feature. In contrast, the un
supervised methods (FA and HVGS) and statistical approach (Spearman 
correlation) exhibited perfect stability in feature ranking orders, main
taining the exact same relative importance of features in the reduced set 
as they had in the full set, with features simply moving up one position 
after the removal of IGD_Total. This finding suggests that unsupervised 
feature selection methods may provide more consistent feature impor
tance assessments when working with modified feature sets.

For purposes of reproducibility and transparency, Python code, 
hikikomori.py is publicly available at GitHub (GitHub, 2025).

4. Discussion

Our investigation into feature selection methodologies reveals a 
crucial finding: high target prediction accuracy does not guarantee 
reliable feature importance rankings. This dichotomy is clearly 
demonstrated in our results, where logistic regression achieved the 
highest classification accuracy (0.6620 in the full dataset and 0.6672 in 
the reduced dataset) but exhibited significant instability in feature 
importance rankings when the dataset was modified by removing the 
top feature.

The supervised models (random forest, XGBoost, and logistic 
regression) all demonstrated considerable instability in their feature 
ranking orders between the full and reduced datasets. This instability 
stems from the label-driven nature of supervised learning, where the 
algorithms optimize for prediction accuracy based on the target variable 
rather than focusing on intrinsic data structure. When IGD_Total was 
removed, these models substantially reshuffled their feature importance 
assessments, suggesting that their feature rankings are highly dependent 
on the specific dataset configuration rather than reflecting stable un
derlying relationships.

In stark contrast, unsupervised methods (FA and HVGS) and the 
statistical approach (Spearman correlation) exhibited perfect stability in 
feature ranking orders. When IGD_Total was removed, the remaining 
features maintained precisely the same relative importance, simply 
moving up one position in the ranking. This remarkable stability can be 
attributed to the absence of label-driven errors in these methods, as they 
derive feature importance based on intrinsic data characteristics rather 
than prediction optimization for a specific target variable.

This finding has significant implications for psychiatric research 
relying on machine learning methods. Researchers often prioritize 
models with the highest predictive accuracy, potentially overlooking the 
reliability of feature importance interpretations. Our results suggest that 
while supervised models may excel at prediction tasks, their feature 
importance rankings should be interpreted with caution, particularly 
when making inferences about the relative significance of different 
factors in psychiatric conditions.

The stability exhibited by unsupervised methods and Spearman 
correlation highlights their value in providing consistent assessments of 
feature importance. These approaches are less susceptible to dataset- 
specific fluctuations and may offer more reliable insights into the un
derlying structure of psychiatric data. Therefore, we recommend 
incorporating these methods alongside supervised approaches when the 
research objective includes understanding the relative importance of 
different factors, rather than solely focusing on prediction accuracy.

The hikikomori dataset is the largest publicly available dataset in this 
domain. We replicated our analysis on MNIST (70,000 samples, 768 
features) and a breast cancer omics dataset (705 samples, 1936 fea
tures). Supervised models showed unstable feature-importance rankings 
under leave-one-out approaches, whereas label-agnostic methods (FA, 
HVGS, Spearman) were more stable. Complex methods did not ensure 
higher prediction accuracy or stability; simpler approaches often 

Table 1 
cross-validation accuracy and feature ranking order.

model CV mean (full set) 
Top 5 feature ranking order

CV mean (reduced set) 
Top 5 feature ranking order

random 
forest

0.5857 
IGD_Total,Age_New,Hours, 
Gender_New,Living_condition

0.5094 
Age_New,Hours,Gender_New, 
Living_condition,Country

XGBoost 0.5908 
IGD_Total,Country, 
Living_condition,Age_New, 
Hours

0.5179 
Country,Hours, 
Living_condition,Age_New, 
Gender_New

logistic 
regression

0.6620 
Country,Living_condition, 
Gender_New,Hours,IGD_Total

0.6672 
Gender_New,Hours,IGD_Total, 
Living_condition,Age_New

FA 0.5772 
IGD_Total,Age_New,Hours, 
Gender_New,Country

0.5094 
Age_New,Hours,Gender_New, 
Country,Living_condition

HVGS 0.5840 
IGD_Total,Age_New,Hours, 
Gender_New,Living_condition

0.5026 
Age_New,Hours,Gender_New, 
Living_condition,Country

Spearman 0.5857 
IGD_Total,Hours,Country, 
Age_New,Gender_New

0.5094 
h,Country,Age_New, 
Gender_New,Living_condition
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matched or exceeded them. We quantified ranking stability using 
Spearman’s rank correlation and Kendall’s Tau, and applied a leave-one- 
out stability test: select top n features from the full set (set1), remove the 
highest-ranked feature to form a reduced dataset, re-select top n-1 fea
tures from the reduced dataset (set2), and compare ranking orders be
tween set1 and set2. Removing the highest feature yields the strongest 
stability stress test. This approach satisfies consistency and dose- 
response criteria for true association assessment. In our setting, 
Spearman outperformed Kendall for capturing stability. These results 
support the “stability paradox” across datasets. We will conduct a larger, 
preregistered multi-dataset study with standardized protocols and 
publicly release code and results.

Additionally, our findings reinforce the importance of conducting 
sensitivity analyses when interpreting feature importance in psychiatric 
research. The substantial reordering of features in supervised models 
after removing just one feature suggests that reported feature impor
tances from these models may be highly contingent on specific dataset 
characteristics rather than reflecting generalizable relationships.

The application of machine learning in psychiatry, particularly in 
understanding schizophrenia, presents both significant opportunities 
and notable challenges. Tandon and Tandon (2019a) emphasize the 
critical need for standards and guidelines to ensure the responsible 
implementation of machine learning methods in psychiatric research 
and practice. While these approaches offer potential breakthroughs in 
untangling the complex heterogeneity of schizophrenia, researchers 
must navigate between realistic expectations and unwarranted hype 
(Tandon and Tandon, 2019b). The prospect of using machine learning to 
"cut the Gordian knot of schizophrenia" (Tandon and Tandon, 2018) is 
compelling, yet requires careful methodological considerations 
including appropriate validation, replication, and transparency in 
research design. A particular concern is the balance between sophisti
cated computational approaches and clinical utility, as machine learning 
models must ultimately translate into meaningful improvements in pa
tient care rather than merely demonstrating statistical significance. 
These authors consistently advocate for interdisciplinary collaboration 
between data scientists, clinicians, and patients to develop machine 
learning applications that are both technically sound and clinically 
relevant to address the complex challenges in psychiatric disorders.

In conclusion, while supervised learning approaches like logistic 
regression may offer superior predictive performance, researchers 
should be mindful that this does not equate to reliable feature impor
tance assessments. For robust interpretations of feature importance in 
psychiatric research, we recommend supplementing supervised models 
with unsupervised methods and statistical approaches that demonstrate 
greater stability in their feature rankings, thus providing a more 
comprehensive and reliable understanding of the factors influencing 
psychiatric conditions.
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