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A B S T R A C T

Gomez-Flores et al. proposed a Long Short-Term Memory Neural Network (LSTM-NN) for predicting the flotation 
behavior of battery active materials using various physicochemical and hydrodynamic variables. While they 
achieved high prediction accuracy, validated through Mean Relative Error (MRE) and Mean Squared Error (MSE) 
metrics, concerns arise regarding the integrity of feature importance assessments derived from SAGE and SHAP 
methodologies. Specifically, the reliance on these model-specific techniques can introduce biases, obscuring the 
true relationships between features. Additionally, while Spearman’s correlation elucidated significant relation
ships among variables, the absence of discussion on p-values left gaps in interpretation. This study emphasizes 
the need for cautious interpretation of feature importance metrics and the elimination of less significant vari
ables, aiming to enhance model robustness and improve actionable insights in machine learning contexts.

Fundamental principles of machine learning aimed at novices and 
researchers in the field of industrial integrated information. This addi
tion seeks to clarify common misunderstandings surrounding machine 
learning concepts and practices. The primary goal of machine learning is 
to accurately predict a target variable using ground truth values to 
validate target accuracy. In contrast, feature importances from machine 
learning models are intended to capture the associations between the 
target and features, even when ground truth values are not present. This 
absence of definitive ground truth in feature importance calculations 
means that different models utilize diverse methodologies, leading to 
varying feature importance values. Such variability can result in biased 
interpretations and potentially erroneous conclusions.

Moreover, feature importances derived from machine learning 
models are inherently influenced by the specific characteristics of each 
model, introducing additional biases. While there are several bias 
mitigation techniques available, none can fully eliminate these biases in 
feature importance assessments. Therefore, it is crucial for researchers 
and practitioners to be aware of these limitations and to carefully 
interpret feature importances within the context of the chosen modeling 
approach. A critical evaluation of feature importances is necessary to 
ensure robust decision-making and to enhance the overall reliability of 
machine learning outcomes.

To accurately determine the true associations between the target and 
features, three key elements must be considered: data distribution, the 

examination of relationships between variables, and statistical valida
tion through p-values. When analyzing data distribution, choosing be
tween linear or nonlinear models, as well as parametric or 
nonparametric methods, is crucial for obtaining reliable insights.

Robust, bias-free statistical methods, such as Spearman’s correlation 
and Kendall’s tau, which are both nonlinear and nonparametric, provide 
valuable alternatives for assessing feature importance. Failure to 
appropriately select a model—whether linear or parametric—in the 
context of inherently nonlinear or nonparametric data can lead to sig
nificant distortions in data analysis and ultimately result in misleading 
conclusions.

Thus, ensuring a thorough understanding of these foundational 
concepts and carefully evaluating the appropriate methodologies are 
essential for deriving accurate insights in machine learning applications. 
This meticulous approach will enhance the robustness of conclusions 
drawn from data analyses and support the ongoing development of 
reliable machine learning models.

Many researchers often misinterpret the fundamental principles of 
machine learning. For instance, while cross-validation techniques that 
manipulate data shuffles are effective for validating target prediction 
accuracy, they do not necessarily ensure the accuracy of feature 
importance assessments. Similarly, diverse metrics such as R-squared 
and RMSE, which measure target prediction accuracy, do not guarantee 
valid feature importance rankings. This misunderstanding can lead to 
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the selection of misleading features or the misinterpretation of their 
impact on the target variable, ultimately compromising the integrity of 
the modeling process. It is essential to recognize that while target ac
curacy metrics provide valuable insights into model performance, they 
should not be conflated with metrics assessing the accuracy of feature 
importance. Understanding these distinctions is crucial for robust ma
chine learning practices.

With the advent of explainable AI, SHAP (SHapley Additive exPla
nations) has gained significant popularity in research for its ability to 
provide insights into model predictions. However, one key limitation of 
SHAP is that its function, explain=SHAP(model), inherits biases from 
the underlying model. This can lead to the amplification of these biases, 
resulting in potentially misleading explanations of model behavior.

In contrast, statistical measures such as Spearman’s correlation and 
Kendall’s tau offer model-agnostic approaches that do not depend on the 
specific characteristics of a machine learning algorithm. By focusing on 
the rank-order relationships between variables, these methods provide a 
more unbiased perspective on feature associations.

This paper advocates for the use of bias-free, robust statistical 
methods instead of relying on SHAP, which may utilize biased feature 
importances. Emphasizing model-less approaches enhances the credi
bility of interpretations and allows for more reliable insights into the 
relationships between features and the target variable. By prioritizing 
unbiased statistical methods, researchers can foster a clearer under
standing of the data and avoid the pitfalls associated with biased model 
interpretations.

Gomez-Flores et al. introduced a Long Short-Term Memory Neural 
Network (LSTM-NN) for predicting the flotation behavior of battery 
active materials based on a range of physicochemical and hydrodynamic 
variables [1]. To enhance the predictive accuracy of their model, they 
calculated Spearman’s correlation coefficients for the dataset employed 
in their machine learning analysis. Furthermore, they utilized the 
Shapley Additive Global Importance (SAGE) methodology to evaluate 
the significance of input variables within the model, with additional 
details available in related publications [1].

While this study acknowledges the impressive predictive perfor
mance of the LSTM-NN, as evidenced by robust Spearman correlation 
values, it raises critical concerns regarding the interpretability of feature 
importance derived from SAGE and SHAP methods. The intrinsic model- 
specific nature of these interpretive techniques can lead to misleading 
conclusions regarding the true significance of features. Over 100 peer- 
reviewed articles have explored biases in feature importance and se
lection derived from machine learning models. Notably, existing 
models, including Long Short-Term Memory Neural Networks (LSTM- 
NN), are prone to inducing inherent biases in feature importance as
sessments [2–5]. These biases can significantly compromise the integrity 
and reliability of the resulting interpretations, leading to potentially 
misleading conclusions about the significance of various features in 
predictive analyses. Addressing these biases is crucial for enhancing the 
validity of machine learning applications and ensuring that decisions 
based on model outputs are well-informed.

Moreover, although Gomez-Flores et al. demonstrated high predic
tion accuracy and validated their model using Mean Relative Error 
(MRE) and Mean Squared Error (MSE) metrics, these validation mea
sures do not inherently validate the accuracy of the corresponding 
feature importance assessments. While they successfully established 
genuine correlations between the target variable and input features 
through Spearman’s correlation—augmented by statistical p-val
ues—these p-values were not explicitly discussed in their findings. This 
oversight leaves a significant gap in the interpretation of their results.

When analyzed in conjunction with Spearman’s correlation, p-values 
can effectively determine whether the observed feature importances are 
statistically significant or merely the result of random chance. This dual 
analysis, therefore, significantly enhances the robustness of the findings. 
It is crucial to recognize that features with higher p-values may not be 
relevant and should be considered for elimination from the final 

selection of input variables. In doing so, one can strengthen the model’s 
interpretability and ensure that only statistically significant features 
influence the predictions, ultimately leading to more reliable and 
actionable insights.

The reliance on SAGE and SHAP methodologies poses challenges, as 
they are closely tied to the specific machine learning model employed, 
which can amplify any inherent biases present in that model. The 
function explain=SHAP(model) not only reflects but also perpetuates 
these biases, leading to discrepancies between the Spearman correlation 
values and the feature importance metrics produced by SAGE and SHAP. 
This discrepancy underscores the limitations of these interpretive 
methods, raising valid concerns regarding the reliability of feature 
importance assessments generated through these techniques. As a result, 
these methods may fail to accurately portray the true influences of input 
variables on the model’s predictions, potentially misguiding subsequent 
analyses and applications.

Currently, there is no comprehensive tool available to entirely 
mitigate biases in feature importance assessments derived from machine 
learning models or to precisely quantify these biases. The absence of a 
robust solution highlights the pressing need for caution when inter
preting feature importance metrics from complex models. Critical 
evaluation and further research are essential to enhance the reliability 
and fidelity of such assessments in machine learning contexts, ultimately 
advancing our understanding of feature significance and improving 
model interpretability.
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