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Letter to the Editor

We examined the recent study by Yang et al., entitled “Optimized 
machine learning model for predicting unplanned reoperation after 
rectal cancer anterior resection,” which presents critical points that 
warrant further discussion [1]. Their objective was to predict the risk of 
unplanned reoperation (URO) following anterior resection in rectal 
cancer patients. They conducted feature selection for 14 variables using 
both least absolute shrinkage and selection operator (LASSO) regression 
and the Boruta algorithm. To interpret the feature selection, they uti
lized the SHapley Additive exPlanations (SHAP) method, which 
revealed that tumor location, previous abdominal surgery, and opera
tive time were the most significant factors influencing the risk of URO. 
Despite achieving impressive evaluation metrics (accuracy of 0.842 and 
AUC of 0.889), their model highlights critical issues with relying on 
machine learning for feature selection and the inherent biases in 
methods such as LASSO, Boruta, and SHAP.

Firstly, LASSO eliminates significant nonlinear features due to its 
linear and parametric method, introducing critical biases [2]. It tends to 
select only one variable from highly correlated groups, potentially 
missing other important predictors. Additionally, its tendency to shrink 
coefficients to zero can oversimplify the model by excluding relevant 
variables. LASSO is also sensitive to the regularization parameter, and 
improper tuning can significantly impact performance, introducing 
biases based on specific configurations.

Secondly, while Boruta is effective in identifying important features, 
it can also exhibit biases similar to LASSO. Its reliance on random forest 
algorithms can lead to dataset-specific biases, especially with imbal
anced data. Additionally, Boruta’s iterative process may overly 
emphasize certain features, skewing model predictions. It is also sensi
tive to the parameters of the underlying random forest, and improper 
tuning can introduce biases based on specific configurations. Over 100 
peer-reviewed articles have documented non-negligible biases in feature 
importances from machine learning models including LASSO and 
Boruta.

Lastly, SHAP inherits and can amplify biases from the machine 
learning models, distorting interpretations and conclusions drawn from 
the analysis [3,4]. The function form ’explain = SHAP(model)’ serves as 

evidence of SHAP’s dependency on the model. As SHAP relies on the 
outputs of these models to explain feature importance, it is subject to the 
same significant biases inherent in the models. Consequently, this reli
ance can lead to erroneous conclusions and reduce the reliability of the 
findings. Machine learning models often tend to maximize prediction 
accuracy, which can result in overfitting. Therefore, high target pre
diction accuracy does not guarantee reliable feature importances.

Numerous peer-reviewed studies have highlighted significant biases 
in these models. Due to the absence of ground truth values, different 
models utilize distinct methodologies for calculating feature impor
tances. This variability necessitates careful interpretation, as feature 
importances may not accurately reflect true relationships within the 
dataset. To uncover genuine relationships between the target variable 
and its features, consider three critical aspects: data distribution, sta
tistical relationships between variables, and statistical validation 
through p-values. Understanding data distribution is vital for appro
priate modeling techniques. Overlooking nonlinear relationships may 
obscure significant patterns. Investigating statistical interactions be
tween target and predictor variables is essential. Nonparametric ap
proaches can capture these complexities more accurately. Additionally, 
incorporating statistical validation techniques, such as hypothesis 
testing and p-value analysis, is crucial to substantiate claims about 
feature importance and ensure observed relationships are not due to 
random variation.

Instead of relying on LASSO, Boruta, and SHAP for feature selection, 
this paper advocates for using unbiased, robust statistical methods such 
as Spearman’s rho and Kendall’s tau with p-values. Prior to applying 
these methods, performing a Variance Inflation Factor (VIF) analysis is 
crucial to identify and remove features with collinearity and interaction 
effects. These nonlinear and nonparametric approaches provide valu
able insights into variable relationships while addressing data 
complexity. The paper recommends that Yang et al. reassess their 
analysis using these robust techniques to ensure more reliable and valid 
outcomes. By focusing on genuine associations, they can enhance the 
integrity of their findings and gain a deeper understanding of the un
derlying relationships in their data.

In summary, while machine learning methods like LASSO, Boruta, 
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and SHAP are widely used for feature selection, they have biases which 
can result in deviations from the true association. Incorporating robust 
statistical methods and thorough validation techniques can lead to more 
accurate insights and trustworthy conclusions.
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