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Addressing Bias in Feature Importance: A Hybrid Approach
for Risk Prediction in Prognostic Survival ModelsQ:1

TO THE EDITOR:

To deliver reliable prognostic survival guidance for new
patients, Zhang et al implemented a hybrid feature selection
technique that integrated both filter and wrapper methods.
Their framework used 12 machine learning models, in-
cluding random forest, gradient boosting, support vector
machines, and other models, identifying 10 critical features
for risk prediction through SHAPQ:2 .1 The validity of their re-
sults was assessed using SHAP, which, despite relying on
machine learning models, underscores that the accuracy of
feature selection is essential for establishing their validity.

However, the reliance on machine learning models for
feature selection introduces inherent biases that may lead to
incorrect conclusions. Instead of depending on potentially
biased feature importances, it is essential to use true as-
sociations between the target variable and features. This
paper discusses the biases induced by random survival
forests and advocates for the use of robust statistical
methods, such as Chi-squared tests with P values or
Spearman correlation with P values, to determine genuine
associations.Q:3

The random forest algorithm has been adapted for various
clinical applications, including random survival forests.2

Consequently, both random survival forests and standard
random forests exhibit similar bias behaviors because of
their reliance on ensemble decision trees. This paper in-
vestigates the mechanisms by which these ensemble deci-
sion trees introduce biases in feature importance
assessments. Consequently, feature selection on the basis of
random survival forests can lead to misleading conclusions.

Researchers must recognize that the primary goal of ma-
chine learning is to accurately predict the target variable,
while feature importances derived from machine learning
models are ultimately by-products of this predictive process.
Given the model-specific nature of machine learning, these
feature importances are inherently susceptible to biases. As
such, a nuanced understanding of these biases is essential for
drawing valid conclusions frommodel outputs and ensuring
the robustness offindings in clinical applications. This paper
recommends the use of true associations using statistical
methods such as Chi-squared tests with P values3,4 or
Spearman correlation with P values.5,6

This paper not only summarizes the factors contributing to
feature importance biases induced by decision trees7-10 but
also advocates for the use of true associations between the
target variable and features. By using more accurate

statistical methods, researchers can avoid these pitfalls and
enhance the robustness of their findings.

Ensemble decision trees, such as random forests including
random survival forests and gradient boostingmachines, are
widely used in machine learning because of their high
predictive performance. However, one notable issue with
these methods is their propensity to generate biased feature
importance scores. This bias primarily arises from the way
categorical variables are handled in decision trees.

When using ensemble methods, features are typically
assessed on the basis of their ability to improve model
performance. Each tree in the ensemble may split on a
feature multiple times, and if that feature is categorical with
many unique values, it can lead to inflated importance
scores. In scenarios where a feature offers numerous specific
categories, the tree can easily gain multiple boosts by
leveraging these splits. As a result, this feature may seem
disproportionately influential compared with others that do
not benefit from as many splits.

Another source of bias is multicollinearity among features.
Whenmultiple correlated features exist, decision trees often
favor one over the other during splitting. This favoritism can
lead tomisleading conclusions aboutwhich features are truly
important for predicting the target variable. In essence, one
feature may absorb the importance that would otherwise be
attributed to its correlated counterparts, creating an illusion
of singular dominance.

Additionally, overfitting is a significant concern with en-
semble decision trees. As models become more complex and
learn intricate patterns in the training data, they may fit
noise rather than the true underlying relationships. This
overfitting can result in overly optimistic feature importance
scores, as the model may attribute significant importance to
features that do not generalize well to new data. Further-
more, the inherent randomness in ensemble methods can
exacerbate the problem. As trees are built using random
subsets of data and features, certain features might gain
prominence simply because they happen to be selected in
numerous ensembles. This stochastic nature can skew the
importance rankings, leading to a preference for features
that may not genuinely contribute to the overall model
performance.

Ensemble decision trees, such as random forests and gra-
dient boosting machines, offer high predictive performance
but often produce biased feature importance scores. This
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bias arises primarily from how categorical variables and
multicollinearity are handled within decision trees. When
split across multiple unique categories, certain features can
seem artificially more influential than they are, while others
may absorb importance because of correlation. Additionally,
overfitting and the inherent randomness in ensemble
methods can further distort feature significance. Our anal-
ysis highlights the necessity of using robust statistical
methods, notably Chi-squared tests and Spearman corre-
lation, to accurately capture genuine associations between
features and the target variable. Adopting these practiceswill
improve the validity of findings and enhance predictive
accuracy in clinical settings.
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